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ABSTRACT

Nonlocal Correlations in a Proximity-coupled Normal metal

Taewan Noh

A superconductor-normal metal-superconductor (SNS) junction is capable of carrying

supercurrent due to the Josephson coupling between the two superconductors. More inter-

estingly, this coupling is maintained through the normal metal in a length determined by the

Thouless energy of the normal metal, which can be a few microns, much longer than the case

of conventional Josephson junction consisting of two superconductors separated by a thin

insulator, where the thickness is only a few nanometers. This provides us with a capability of

measuring the electric potential in the proximity-coupled normal metal by placing multiple

probes on it. In particular, in this thesis we present the experimental results of our attempt

to search nonlocal correlations mediated by a proximity-coupled normal metal via electrical

transport measurements. At very low temperatures, with an overall dependence on the bias

current seemingly analogous to that observed in prior experiments on NSN structures, the

nonlocal differential resistance exhibits a peculiar dip in a small range of bias current. In

addition to the qualitative explanation that accounts for the nonlocal differential resistance

arising from the separation of quasiparticle current due to the Josephson coupling between
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the two superconductors, further analysis based on the quasiclassical theory of superconduc-

tivity reveals that the central dip can be attributed to penetration of pair correlations into

the proximity-coupled normal metal from both superconductors in a coherent manner. While

the processes analogous to crossed Andreev reflection and elastic cotunneling observed in a

superconductor are yet to be found, our data and analysis provide insights on the physics

behind the interplay between the quasiparticle current and the supercurrent which gives rise

to the observed nonlocal correlations in a proximity-coupled normal metal.

Beside the nonlocal correlations in a proximity-coupled normal metal, we also investigated

electrical transport through a heterostructure including double superconductor-ferromagnet

(FS) interfaces. In addition to a typical signature of spin imbalance due to the Zeeman

splitting in the density of states (DOS) of the quasiparticles in a superconductor, an inter-

esting feature in a small range of bias current has been observed, which might be related

to spin-dependent phenomena at FS interfaces although further investigation in a simpler

geometry of the sample is required to elucidate the exact mechanism.
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CHAPTER 1

Introduction

Quantum entanglement is one of the key features that provide a clear distinction between

quantum mechanics and its classical counterpart. Over many decades, there have been enor-

mous amount of efforts and attempts to construct, detect, and manipulate the entanglement

between two quantum objects. In the field of solid state physics, superconductors have been

considered as a natural source of entangled quantum objects since the ground state of a

conventional s-wave superconductor is formed by the condensation of electron pairs with

singlet spin configuration, called Cooper pairs.

Recently, many experiments including the pioneering works by Beckmann [1], Russo [2],

and Cadden-Zimansky [3] have been performed to observe the entanglement, in other words,

nonlocal correlation, between two spatially separated electrons mediated by a superconduc-

tor. Moreover, the Cooper pair beam splitter where a Cooper pair is split into two electrons

along separate paths through the quantum dots has been experimentally realized in the work

of Hofstetter [4] and Herrmann [5]. From these works, it has been shown that two nonlo-

cal processes, crossed Anreev reflection (CAR) and elastic cotunneling (EC), contribute to

the correlation between two electrons spatially separated within the range of the coherence

length of superconductor ξS of the order of a few hundreds of nanometers.

Intrigued by these earlier experiments, we have attempted to observe the nonlocal correla-

tions of two electrons mediated by a proximity-coupled normal metal. The unique properties

of the superconductor can migrate into a normal metal placed adjacent to a superconductor
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due to the proximity effect, which modifies the electronic properties of the normal metal.

In particular, a proximity-coupled normal metal placed in between two superconductors is

capable of carrying a finite amount of dissipationless supercurrent and also exhibits a “mini

gap” in the density of states. However, the relevant energy scale for the proximity-coupled

normal metal with diffusion constant D and the length L is the Thouless energy ET = ~D/L2

which can be much smaller than the gap of the superconductor in the long junction limit.

In terms of the length scale, the Thouless length LT =
√

~D/kBT can be much longer than

ξS at low temperatures T . If the entanglement between two electrons can be mediated by

a proximity-coupled normal metal within such an extended length scale, it might open up

a new possibility of a number of applications in the field of quantum information. With

this motivation in mind, the goal of this thesis is to present the experimental work that we

performed to probe the nonlocal correlations in a proximity-coupled normal metal and to

provide the analysis to figure out the physical origin behind the observed result.

This thesis is organized as follows:

Chapter 2 consists of two parts. In the first part, I provide a brief review of theoreti-

cal approaches that help understand the physical phenomena occurring in superconducting

heterostructures including the numerical recipe to implement the quasiclassical theory of su-

perconductivity. In the second part, I present our theoretical proposal on the investigation

of nonlocal correlations mediated by pure spin current.
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In Chapter 3, I explain the experimental procedures and techniques used to obtain the

experimental results.

In Chapter 4, the main chapter of this thesis, I present the experimental results of the

investigation of the nonlocal correlation mediated by a proximity-coupled normal metal in

different samples with different geometries.

In Chapter 5, as a separate experimental result, I report our experimental work on

superconductor-ferromagnet heterostures along with a brief summary of related recent stud-

ies on spin imbalance.

In Chapter 6, I summarize our finding with some suggestions for future experiments.
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CHAPTER 2

Theoretical Background

I. Charge transport through normal metal - superconductor

heterostructures

In order to analyze the transport properties through heterostructures including a super-

conductor, it is helpful to acquire a qualitative picture on the processes occurring at the

interface as well as an understanding based on detailed quantitative theoretical descriptions.

For that purpose, in this chapter, I will review some of the theoretical approaches developed

in the last few decades in addition to the explanation on the basics of key concepts necessary

to understand the motivation and analysis of the experiments performed for this thesis.

2.1. Superconductivity

Before considering the processes occurring at the interface between normal metal (N) and

superconductor (S), let us take a look at the properties of the superconductor. Ever since

the observation of superconductivity in metals at low temperatures by Onnes [6], there have

been many attempts to explain the origin of the superconductiviy from the phenomenological

point of view. In 1957, Bardeen, Cooper, and Schrieffer (BCS) came up with the first

microscopic theory of superconductivity [7]. They described that superconductivity is caused

by a condensation of electron-pairs, named Cooper pairs [8], into a bosonic state. According

to the theory, the formation of such a ground state consisting of Cooper pairs is favored

due to the existence of the attractive interaction between electrons mediated by the virtual
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exchange of phonons, a collective excitation of the atomic lattice. For this thesis, instead of

discussing all the aspects of the superconductivity based on the work of BCS, I will introduce

the formalism developed by Bogoliubov as described in the textbook written by Madelung

[9]. In this way, we will be able to smoothly move on to the Blonder-Tinkham-Klapwijk

(BTK) theory [10] for the discussion of the transport phenomena through NS interfaces in

the following section.

Let us start with the many-body Hamiltonian of electron system in the presence of the

attractive interaction,

(2.1) Ĥ =
∑
kσ

εkĉ
†
k,σ ĉk,σ −

V

2

∑
kk′σ

ĉ†k′,σ ĉ
†
−k′,−σ ĉ−k,−σ ĉk,σ

The first term in Eq. (2.1) denotes the energy of the electron gas where ĉ†kσ and ĉkσ are the

creation and the annihilation operator of the electron with momentum k and spin σ, which

satisfy the anticommutation relations for fermions,

(2.2) {c†kσ, c
†
k′σ′} = 0, {ckσ, ck′σ′} = 0, {c†kσ, ck′σ} = δkk′δσσ′

where {Â, B̂} = ÂB̂ + B̂Â for arbitrary operators Â and B̂. The energy of the electron εk

is defined with respect to the Fermi energy εk = ~2k2

2m
− EF . The second term describes the

attractive interaction −V which is assumed to be nonzero only for the electrons satisfying

|εk|, |εk′| ≤ ~ωD where ωD is the Debye frequency. It should be noted that the attractive

interaction is also assumed to occur between two electrons with momentum k and −k with

antiparallel spin configuration [8].
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The above Hamiltonian can be rearranged by introducing the following Bogoliubov op-

erators

γ̂k = ukĉk − vkĉ†−k, γ̂−k = ukĉ−k + vkĉ
†
k,(2.3)

γ̂†k = ukĉ
†
k − vkĉ−k, γ̂†−k = ukĉ

†
−k + vkĉk,

which leads to

Ĥ =
∑
k

εk[2v2
k + (u2

k − v2
k)(γ̂†kγ̂k + γ̂†−kγ̂−k) + 2ukvk(γ̂†kγ̂

†
k + γ̂−kγ̂k)](2.4)

− V
∑
kk′

[ukvkuk′vk′(1− γ̂†−k′ γ̂−k′ − γ̂
†
k′ γ̂k′)(1− γ̂

†
−kγ̂−k − γ̂

†
kγ̂k)

+ (u2
k − v2

k)uk′vk′(1− γ̂†−k′ γ̂−k′ − γ̂
†
k′ γ̂k′)(γ̂−kγ̂k + γ̂†kγ̂

†
−k)

+ (u2
kγ̂−kγ̂k − v2

kγ̂
†
kγ̂
†
−k)(u2

k′ γ̂
†
k′ γ̂
†
−k′ − v

2
k′ γ̂−k′ γ̂k′)].

Here, the spin indices for the operators are omitted by assuming a chirality such that the in-

dex k and −k represent k ↑ and −k ↓, respectively. The transformation between ĉ operators

and γ̂ operators is called the Bogoliubov-Valatin transformation. The operators γ̂†k and γ̂k

are the creation and the annihilation operator of a quasiparticle with momentum k, which

satisfy the same anticommuntation relations as the electron with the relation |uk|2+|vk|2 = 1.

If we focus on the case of the ground state in which the number of quasiparticles is zero, we

can neglect all the terms involving γ̂†kγ̂k. This simplifies the Hamiltonian in Eq. (2.4) to

Ĥ = 2
∑
k

εkv
2
k − V

∑
kk′

ukvkuk′vk′(2.5)

+
∑
k

[
2ukvkεk − (u2

k − v2
k)V

∑
k′

uk′vk′

]
(γ̂†kγ̂

†
−k + γ̂−kγ̂k).
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By requiring the term in the bracket to vanish, the Hamiltonian is reduced to a constant, i.e.,

the ground state energy. By setting
∑

k′ uk′vk′ to a constant ∆/V , the following condition

is obtained.

(2.6) 2ukvkεk = ∆(u2
k − v2

k)

It is straightforward to find

(2.7) uk =
1√
2

(
1 +

εk
Ek

)1/2

, vk =
1√
2

(
1− εk

Ek

)1/2

by applying the relation |uk|2 + |vk|2 = 1, where Ek = (∆2 + ε2k)1/2. The result for uk and vk

is plotted in Figure 2.1. They show a smooth transition between 0 and 1 within the range

of −∆ ≤ εk ≤ ∆.

vk
2 

uk
2 

εk
 

-Δ Δ 
0 

1 

Figure 2.1. Left: In the presence of a small attractive potential V , electrons are
rearranged from a Fermi gas (dotted line) to form Cooper pairs. The electrons
within the range of ±∆ from the Fermi surface probabilistically participate in
the pair formation. Right: The occupation probability u2

k (red solid line) and
v2
k (green solid line) for the BCS ground state. The dotted lines denote u2

k and
v2
k in absence of the attractive potential.
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With the results obtained for uk and vk, we can calculate ∆ by solving the following

self-consistent equation,

(2.8) ∆ = V
∑
k

ukvk =
V

2

∑
k

∆√
ε2k + ∆2

.

The summation over the momentum k can be replaced by an integral including the density

of state N(ε). If only energies near the Fermi surface are considered, N(ε) ' N(0), which

leads to

(2.9) 1 =
V N(0)

4

∫ ~ωD

−~ωD

dε√
ε2 + ∆2

and eventually to

(2.10) ∆ = 2~ωDexp[−2/N(0)V ]

which corresponds to the binding energy of a Cooper pair [7]. Therefore, the spatial correla-

tion between two electrons participating in the formation of the condensate of Cooper pairs

can be estimated by ∆, translated into the length scale ~vF/∆, which is called coherence

length ξ0. In the diffusive regime, however, there is a reduction of the coherence length by the

mean free path le of the material, which leads to ξS =
√
ξ0le. In case of diffusive aluminum

that we used in the experiments for this thesis, it is typically a few hundred nanometers.



23

Having calculated the binding energy ∆, the ground state energy Eg, with respect to the

energy of the filled Fermi sphere without condensation E0, can be calculated from 2.5,

Eg − E0 = 2
∑
k

εkv
2
k − V

∑
kk′

ukvkuk′vk′ − 2
∑
k<kF

εk(2.11)

= N(0)

∫ ~ωD

0

(
ε− 1

2

2ε2 + ∆2

√
ε2 + ∆2

)
dε ' −N(0)∆2

4

where the final relation is valid only for the weak interaction regime, ∆� ~ωD. Eq. (2.11)

shows the amount of the condensation energy from the formation of the ground state con-

sisting of Cooper pairs.

As we have diagonalized the Hamiltonian in Eq. (2.1) for the ground state by introducing

the transformation given in Eq.(2.3), we can construct the wave function for the ground state

by applying the quasiparticle operators with uk and vk as defined above to the vacuum state

|0〉. The ground state in the absence of the attractive interaction, the filled Fermi sphere, is

represented as

(2.12) |Ψ0〉 =
∏
k<kF

ĉ†kĉk|0〉,

which can be expressed in terms of quasiparticle operators

(2.13) |Ψ0〉 =
∏
k

γ̂kγ̂−k =
∏
k

(ukĉk − vkĉ†−k)(ukĉ−k − vkĉ†k)|0〉

with uk and vk in the limit of ∆ = 0. The same operator can be generally used to construct

the ground state for nonzero ∆. Therefore, the wave function for the ground state |Ψg〉 is
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given by

|Ψg〉 = C
∏
k

(ukĉk − vkĉ†−k)(ukĉ−k − vkĉ†k)|0〉(2.14)

= C
∏
k

[
u2
kĉkĉ−k + ukvk(ĉkĉ

†
k − ĉ

†
−kĉ−k) + v2

kĉ
†
kĉ
†
−k

]
|0〉

= C
∏
k

(ukvk + v2
kĉ
†
kĉ
†
−k)|0〉

where C is a constant to normalize the wave function as 〈Ψg|Ψg〉 = 1,

〈Ψg|Ψg〉 = |C|2〈0|
∏
k

(ukvk + v2
kĉ−kĉk)|0〉(ukvk + v2

kĉ
†
kĉ
†
−k)|0〉(2.15)

= |C|2〈0|
∏
k

(u2
kv

2
k + v4

kĉ−kĉkĉ
†
kĉ
†
−k)|0〉 = |C|2

∏
k

(u2
kv

2
k + v4

k)

which results in |C|2 = (
∏

k v
2
k)−1. Therefore, the final expression for the wave function is

(2.16) |Ψg〉
∏
k

= (uk + vkĉ
†
kĉ
†
−k)|0〉.

Now we can understand the physical meaning of uk and vk used in the quasiparticle

operators from the wave function of the ground state. While uk can be interpreted as the

probability amplitude for the pair state consisting of electrons with momentum k and −k

to be unoccupied, vk stands for the probability amplitude for the pair state to be occupied,

to form the ground state. From the plot of uk and vk as a function of energy εk in Figure

2.1, one can see that the states with energies εk < −∆ are pretty much all occupied and

εk > ∆ are almost unoccupied, which shows a deviation from the case for the ground state

without the condensation only in the vicinity of ±∆ with respect to the Fermi energy. It

should be also noted from Eq. (2.3) that in the range of εk � −∆ the quasiparticle is

essentially a hole state whereas in the range of εk � ∆ the quasiparticle is essentially an
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electron state. However, in the range of energies within ∆ from the Fermi surface where

the electrons participate in forming the Cooper pairs, the quasiparticle is a mixture of an

electron and a hole, being different from either of them. The schematic illustration of the

distribution of electrons is shown in Figure 2.1.

Let us now discuss excitations from the ground state. For doing that, the terms in

Eq. (2.4) including γ̂†kγ̂k and γ̂†kγ̂k that are ignored in case of the ground state should be

taken into account. Straightforward algebra generates the energy with the excitations of

quasiparticles with respect to the ground state energy

(2.17) E − Eg =
∑
k

[εk(u2
k − v2

k) + 2∆ukvk](nk + n−k) =
∑
k

(√
ε2k + ∆2

)
nk

where nk is the number of quasiparticles with momentum k, whose energy is given by

Ek =
√
ε2k + ∆2. This evidently shows that at least the amount of energy ∆ is required to

excite a quasiparticle, hence there is no state available for quasiparticle excitations below

E < ∆. To be more specific, the density of states NS(E) in the superconductor can be

obtained by equating NS(E)dE = N(ε)dε. Again, assuming that N(ε) = N(0) for a small

energy range near the Fermi surface, the density of the states NS(E) is

(2.18)
NS(E)

N(0)
=

dε

dE
=


E√

E2−∆2 E > ∆

0 E < ∆.

So far I have introduced the treatment of the ground state and the excitation of quasipar-

ticles of the superconducting electron gas at a temperature T = 0. The energy dependence

of uk and vk used in the quasiparticle operators was calculated by assuming that the ex-

pected number of quasiparticle nk is zero for the ground state, which is no longer valid
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at a temperature T 6= 0. Instead, nk should be replaced by the statistical distribution

fk(Ek) =
[
exp

(
Ek

kBT

)
+ 1
]−1

for the quasiparticle with energy Ek. Then the condition

equivalent to Eq. (2.6)

(2.19) 2ukvkεk = ∆(T )(u2
k − v2

k)

is obtained where ∆(T ) is now defined by

(2.20) ∆(T ) = V
∑
k′

uk′vk′(1− 2fk′),

which leads to

(2.21) 1 =
V N(0)

4

∫ ~ωD

−~ωD

dε√
ε2 + ∆2(T )

[
1− 2f

(√
ε2 + ∆2(T )

kBT

)]

corresponding to Eq. (2.9) for T 6= 0. By performing the numerical calculation, the temper-

ature Tc satisfying the condition ∆(Tc) = 0 can be obtained as

(2.22) kBTc ' 0.57∆(0).

and Tc is called the critical temperature. Again in case of aluminum, for example, the

experimental value of ∆(0) ' 180 µeV and Tc ' 1.2 K is in good agreement with the above

relation.

Up to this point, I have introduced the theoretical discussion of superconductivity. Even

though it is far away from a complete description, it may be enough to understand the

origin of some basic properties of superconductivity and to start considering the transport

phenomena through an NS interface.
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2.2. Blonder-Tinkham-Klapwijk (BTK) Theory

Blonder, Tinkham, and Klapwijk came up with a simple theory [10] that treats the

transport through an NS interface as the transmission of a plane-wave-like wave function

in one dimension. They describe the superconductor based on the work of Bogoliubov as I

introduced in the previous section. By considering the possible processes occurring at the

NS interface and applying the boundary conditions for the wave functions, they calculated

the differential conductance through the interface.

|k| 

Δ 

N S 

k- k+ -k+ -k- q- q+ -q+ -q- 

5 0 1 2 3 4 

6 

A 

B C D 

Figure 2.2. Schematic diagram of energy vs momentum at NS interface. The
open circles denote holes, the closed circles electrons, and the arrows point in
the direction of the group velocity. This figure describes an injected electron
“0” resulting in transmitted “2”,“4” and reflected “5”,“6” particles. Figure is
based on the original figure in Ref. [10].

To be more specific, let us consider an electron with energy E injected from the normal

metal into the superconductor, indexed “0”, as shown in Figure 2.2. Four processes can

occur as a response to the injection of the electron with E > ∆: On the normal metal
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side, Andreev [11] reflection indexed “6” occurs with the probability A(E). During Andreev

reflection, the injected electron is “retroreflected” as a hole back to the normal metal leaving

a Cooper pair in the superconductor. The normal reflection where the injected electron is

reflected back as an electron is indexed “5” and occurs with the probability B(E). On the

superconductor side, among the four degenerate solutions ±k± for the quasiparticle energy

spectrum Ek =
√
ε2k± + ∆2, where εk± =

~2k2
±

2m
− EF , two of the states indexed “2” and

“4” with positive group velocity dE/d(~k) are accessible with the probability C(E) and

D(E), respectively. In other words, C(E) is the probability of transmission with a wave

vector on the same side of the Fermi surface, (q+ → k+), whereas D(E) is the probability

of transmission with crossing through the Fermi surface, (q+ → −k−). It should be noted

that the conservation of the probability requires that A(E) + B(E) + C(E) + D(E) = 1.

Meanwhile, the potential of the interface between N and S is characterized in the form of

a δ-function, V (x) = Hδ(x), where the strength of the barrier H is expressed in terms

of a dimensionless parameter Z = H/~vF . In a similar manner to solving the textbook

quantum mechanics problem including a δ-function barrier, one can find the transmission

and reflection coefficient as shown in the following table, Table. 2.1.

In case of no barrier, Z = 0, the probability of the Andreev reflection A(E) approaches

unity for electrons with energy E < ∆, subgap energy. As the height of the barrier increases,

Andreev reflection occurs less frequently and more electrons go through normal reflection,

which reaches unity in the limit of Z →∞.

By using the transmission and reflection probabilities obtained above, the total current

I through the NS interface under bias voltage V can be calculated as

(2.23) INS = 2N(0)evFS

∫ ∞
−∞

[f0(E − eV )− f0(E)][1 + A(E)−B(E)]dE
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A(E) B(E) C(E) D(E)

Normal state 0 Z2

1+Z2
1

1+Z2 0

General form

E < ∆ ∆2

E2+(∆2−E2)(1+2Z2)2 1− A(E) 0 0

E > ∆
u2

0v
2
0

γ2

(u2
0−v2

0)Z2(1+Z2)

γ2

u2
0(u2

0−v2
0)(1+Z2)

γ2

v2
0(u2

0−v2
0)Z2

γ2

Table 2.1. Transmission and reflection probabilities. A(E): Andreev reflec-
tion, B(E): normal reflection, C(E): transmission without branch cross-
ing, and D(E) transmission with branch crossing. γ2 = [u2

0 + Z2(u2
0 − v2

0)],
u2

0 = 1− v2
0 = 1

2
{1 + [(E2 −∆2)/E2]1/2}. Table is taken from Ref. [10].

where N(0) is the density of states at the Fermi surface and S is the cross-sectional area of

the interface, which leads to the normalized differential conductance gNS = RN
dI
dV

at T = 0

given by

(2.24) gNS|T=0 = (1 + Z2)[1 + A(E)−B(E)].

The dependence of the normalized differential conductance on the bias voltage V at various

barrier strengths Z is shown in Figure 2.3. In case of no barrier, Z = 0, which results

in only Andreev reflection, the normalized differential conductance is doubled for the bias

voltage V < |∆| since the injection of an electron results in a Cooper pair consisting of

two electrons during Andreev reflection. In the other limit of Z → ∞, corresponding to

tunnel junction, the subgap transport is completely suppressed resulting in the normalized

differential conductance analogous to the density of states N(E) of the superconductor.
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Figure 2.3. The normalized differential conductance RN
dI
dV

as a function of
bias voltage for various barrier strengths Z at T = 0. Figure is taken from
Ref. [10].

Although the BTK theory successfully reproduces the enhancement of conductance asso-

ciated with Andreev reflection and its dependence on the barrier strength based on a simple

plane-wave formalism, it should be noted that BTK theory is only valid for a system where

scattering of quasiparticles in the normal metal and the superconductor can be ignored so

the ballistic treatment of the wavefunction can be made, such as point contacts. However,

the heterostructures experimentally investigated for this thesis consist of diffusive metals

where scattering occurs due to the short mean free path l compared to the dimension of the

system of interest, which makes it inadequate to directly apply BTK theory to the analysis
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of our experimental data. Moreover, the BTK theory only considers a single NS interface

and does not provide any information on the spatial dependence of the processes under con-

sideration. Therefore, it is not useful as a stand-alone theory to analyze our experimental

results obtained from heterostructures consisting of many leads with different dimensions,

which requires the introduction of a more sophisticated approach in the next section.

2.3. Quasiclassical theory of superconductivity

The quasiclassical theory of superconductivity is based on a Green’s function formalism

and has shown exceptional ability in providing quantitative description of many interesting

transport phenomena observed in various systems. While there are a number of references

that have explored the application of the quasiclassical theory of superconductivity to prox-

imity coupled systems in a wide range of regimes [12, 13, 14, 15, 16, 17, 18, 19], in this

section, I will briefly introduce the quasiclassical theory by mainly focusing on the diffusive

regime that the samples used in the experiments fall into and its application to the systems

with different geometries.

2.3.1. The Usadel equation

In the diffusive regime, often called the dirty limit since the mean free path l is much shorter

than the size of sample, the electrons experience a series of elastic scatterings with the

impurities which averages out the anisotropic components of the Green’s function. Then the

Green’s function can be expanded only up to the first order in vF as [20]

(2.25) ǧ(R, v̂F , E) ' ǧs(R, E) + v̂F ǧp(R, E)
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where ǧs,p has ĝR,A,Ks,p , the retarded, advanced, and Keldysh Green’s functions, as components

in a matrix form in Nambu-Gorkov space

(2.26) ǧs,p =

ĝRs,p ĝKs,p

0 ĝAs,p

 .

By applying the approximation made in Eq. (2.25) into the Eilenberger equation [21] and

the relation vF ǧs∂ǧs = − 1
τtr
ǧp with the scattering time τtr, we obtain the Usadel equation

(2.27) [Eτ̌3 + ∆̌, ǧs]− iD∂̂(ǧs∂̂ǧs) = 0,

where D = vF
2τtr/3 = vF l/3 is the diffusion constant of the material. Since the detailed

procedure of derivation for the Usadel equation can be found in Ref. [19], here I will focus

on the resulting equations. By applying the matrix form of ǧs as given above, we obtain

three separate equations:

[Eτ̂3 + ∆̂, ĝRs ] = iD∂(ĝRs ∂ĝ
R
s ),(2.28a)

[Eτ̂3 + ∆̂, ĝAs ] = iD∂(ĝAs ∂ĝ
A
s ),(2.28b)

and

[Eτ̂3 + ∆̂, ĝKs ] = iD∂[(ĝRs ∂ĝ
K
s ) + (ĝKs ∂ĝ

A
s ).(2.28c)

While the first two equations from the diagonal components represent the equilibrium

properties of the system such as the density of states N(E), spectral supercurrent Q(E)
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and so on, the third equation from the off-diagonal term component represents the non-

equilibrium aspects of the system by generating equations for the distribution functions

under bias voltage.

Keeping the normalization condition ĝRĝR = 1 in mind1, one can parametrize the retarded

Green’s function ĝR as

(2.29) ĝR =

 cosh θ sinh θ eiφ

−sinh θ e−iφ −cosh θ

 ,

where θ and φ are complex functions of the energy E and the position R. Since the advanced

Green’s function ĝA is related to ĝR by the relation ĝA = −τ̂3(ĝR†)τ̂3, it is written as

(2.30) ĝA =

 −cosh θ∗ −sinh θ∗ eiφ
∗

sinh θ∗ e−iφ
∗

cosh θ∗

 ,

which satisfies the normalization condition as well. Now we can express the Usadel equations

in terms of θ and φ by inserting ĝR into the matrix in Eq. (2.28a), whose (1,1) component

is written as

D(sinh2θ)∂2φ+D(sinh2θ)∂φ∂θ − 2iIm(∆)sinhθ = 0,(2.31a)

and off-diagonal (1,2) component is written as

D∂2θ − D

2
sinh2θ(∂φ)2 + 2Eisinhθ − 2iRe(∆)coshθ = 0,(2.31b)

1I will omit the subscript s for the Green’s function for the rest of this chapter.
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respectively. By defining a current js(E,R) = sinh2θ(E,R)∂φ(E,R), Eq. (2.31a) is rewrit-

ten as

(2.32) D∂js(E,R)− 2iIm(∆)sinhθ = 0.

It should be noted that js is related to the conventional definition of spectral supercurrent

Q(E,R) by

(2.33) Q(E,R) = −Imjs(E,R)

Hence, the spectral supercurrent is proportional to the square of the pair amplitude and to

the gradient of phase φ. In a normal metal wire where ∆ = 0, Eq. (2.32) is reduced to

∂js(E,R) = 0, which implies the conservation of the spectral supercurrent through the wire.

In order to solve the differential equations, the application of proper boundary condi-

tions is critical. General boundary conditions for the Green’s functions at the inteface have

been derived by Zaitsev [22] for arbitrary transparency of the interface and simplified by

Kupriyanov and Lukichev [23] in the limit of small value of the transparency. With the

subscripts standing for different materials meeting at the interface, the boundary condition

for the Green’s functions are written as

vF1D1ĝ1(∂ĝ1) = vF2D2ĝ2(∂ĝ2)(2.34a)

ĝ1∂ĝ1 =
1

2r
[ĝ1, ĝ2](2.34b)

where r = Rb/RN is the ratio of the barrier (interface) resistance Rb to the resistance of the

normal metal wire per length RN . While the first equation involves the diffusion coefficient

and the derivative of the Green’s function implying the conservation of the current across
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the interface, the second equation contains the first order term in terms of 1/r, thus it is

only valid for low values of 1/r.

By inserting the parametrized form of the Green’s functions, the boundary conditions of

Kupriyanov and Lukichev is expressed in terms of θ and φ as

r sinhθ1(∂φ1) = sinhθ2 sin(φ2 − φ1)(2.35a)

r [∂θ1 + i sinhθ1 coshθ1(∂φ1)] = coshθ1 sinhθ2e
i(φ2−φ1) − sinhθ1 coshθ2(2.35b)

For the case of a perfect interface with r = 0, the boundary conditions are reduced to the

continuity of the functions at the interface, i.e., θ1 = θ2 and φ1 = φ2, and the conservation of

the currents, i.e., A1∂θ1 +A2∂θ2 = 0 and A1∂φ1 +A2∂φ2 = 0, analogous to the Kirchoff’s law

where Ai (i = 1, 2) is the cross-sectional area of the i-th wire at the node. If n wires meet at

a single node, the conditions are generalized to θ1 = θ2 = · · · = θn and φ1 = φ2 = · · · = φn,

and
∑n

i=1Ai∂θi = 0 and
∑n

i=1Ai∂φi = 0, respectively.

The retarded Green’s function ĝR for a bulk superconductor in equilibrium can be found

by solving Eq. (2.28a) with ∂ĝR = 0 and by applying the normalization condition, which

leads to

(2.36) ĝR =


E√

E2−|∆|2
∆√

E2−|∆|2

− ∆∗√
E2−|∆|2

− E√
E2−|∆|2

 .

With the parametrization introduced earlier, it is straightforward to obtain

(2.37) coshθ0 =
E√

E2 − |∆|2
,
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which can be written for θ as

(2.38) θ0 =


−π

2
i+ 1

2
ln∆+E

∆−E if E < ∆

1
2
lnE+∆
E−∆

if E > ∆

.

For a normal metal, as ∆ = 0, the retarded Green’s function is reduced to ĝR = τ̂3 leading

to θ0 = 0.

The parametrization of Green’s function shown in Eq. (2.29) is not the only way of

parametrization for numerical calculations. For example, in Ref. [24] cosine and sine func-

tions are used to parametrize the retarded Green’s function gR instead of hyperbolic cosine

and hyperbolic sine whose relation is derived as the following. By substituting θ in Eq.

(2.29) with θ = iξ, the retarded Green’s function ĝR is expressed as

ĝR =

 cos ξ isin ξ eiφ

−isin ξ e−iφ −cos ξ

(2.39)

=

 cos ξ sin ξ ei(χ+π/2)

sin ξ e−i(χ+π/2) −cos ξ


where φ is now replaced by χ+ π/2. Then the Usadel equations are expressed in terms of ξ

and χ as

(2.40a) (sin2ξ)∂2χ+ (sin2ξ)∂χ∂ξ = 0

and

(2.40b) D∂2ξ − D

2
sin ξ(∂χ)2 + 2Eisin ξ = 0
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in a normal metal wire where ∆ = 0.

In addition to (θ, φ) parametrization and (ξ, χ) parametrization, there is another way of

parametrization called Ricatti parametrization. Further details of the parametrization and

the application can be found in recent theoretical works [25, 26, 27].

2.3.2. The kinetic equation

While the solution of the Usadel equation provides spectral information of the system which

describes the equilibrium properties of the system as a function of energy, nonequilibrium

properties can be obtained by solving another set of equations, Eq. (2.28c), and extracting

the distribution functions of the system. From the normalization condition of ǧ, the Keldysh

Green’s function ĝK can be written as

(2.41) ĝK = ĝRĥ− ĥĝA

where ĥ is called distribution matrix. Then Eq. (2.28c) is expressed as

(2.42) ∂[∂ĥ+ ĝR(∂ĝR)ĥ− ĥĝA(∂ĝA)− ĝR(∂ĥ)ĝA] = 0,

with ∆ = 0 for a normal metal wire. Now the distribution matrix ĥ is decomposed into two

components as

(2.43) ĥ = hLτ̂0 + hT τ̂3,
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where hL and hT are called longitudinal and transverse components respectively. By inserting

Eq. (2.43), Eq. (2.42) can be expanded in terms of hL and hT as

∂[(ĝR∂ĝR − ĝA∂ĝA)hL + (1− ĝRĝA)∂hL]τ̂0 +

∂[(ĝR∂ĝR − τ̂3ĝ
A∂ĝAτ̂3)hT + (1− ĝRτ̂3ĝ

Aτ̂3)∂hT ]τ̂3 = 0.(2.44)

Two separate equations can be obtained i) by multiplying the equation by τ̂3 and taking the

trace and ii) by multiplying the equation by τ̂0 and taking the trace. With the following

definitions of Q and Mij,

(2.45) Q =
1

4
Tr[(ĝR∂ĝR − ĝA∂ĝA)τ̂3]

and

(2.46) Mij =
1

4
Tr[δij − ĝRτ̂iĝAτ̂j],

i) and ii) result in

∂[M33∂hT +QhL +M03∂hL] = 0,(2.47a)

∂[M00∂hL +QhT +M30∂hT ] = 0(2.47b)
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respectively. It should be mentioned that if a finite superconducting gap ∆ is considered, a

more general result can be obtained [19]:

∂[M33∂hT +QhL +M03∂hL] =
i

4D
[hLTr{τ3[ĝRs − ĝAs , ∆̂}(2.48a)

− 2hTTr{∆̂(ĝRs + ĝAs )}]],

∂[M00∂hL +QhT +M30∂hT ] = 0(2.48b)

Here Q(E,R) corresponds to the spectral supercurrent introduced in the previous section

and the Mij, multiplied by D, acts as diffusion coefficients that are dependent on the energy

and position. Based on the parametrization shown in Eq. (2.29), M00, M33, and M03 are

expressed in θ and φ as

Q = −Im(sinh2θ∂φ),(2.49a)

M00 =
1

2
[1 + coshθcoshθ∗ − sinhθsinhθ∗cosh(2Im(φ))],(2.49b)

M33 =
1

2
[1 + coshθcoshθ∗ + sinhθsinhθ∗cosh(2Im(φ))],(2.49c)

and

M03 =
1

2
sinhθsinhθ∗sinh(2Im(φ)) = −M30,(2.49d)

and in ξ and χ based on the parametrization shown in Eq. (2.40),

Q = −Im(sin2ξ∂χ),(2.50a)

M00 =
1

2
[1 + cosξcosξ∗ − sinξsinξ∗cos(2Im(χ))],(2.50b)

M33 =
1

2
[1 + cosξcosξ∗ + sinξsinξ∗cos(2Im(χ))],(2.50c)
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and

M03 =
1

2
sinξsinξ∗sin(2Im(χ)) = −M30.(2.50d)

Therefore, before solving the kinetic equation, the following steps should be performed:

i) solve the Usadel equation, ii) construct Q, M00, M33, and M03 using the solutions in a

given parametrization, and iii) set up the kinetic equations accordingly.

In order to solve the kinetic equation, proper boundary conditions should be imposed.

If n-wires meet at a single node, the continuity of the distribution function states that

hT,1 = hT,2 = · · · = hT,n and hL,1 = hL,2 = · · · = hL,n at the node, where hT,i and

hL,i are the distribution functions hT and hL evaluated in the i-th wire. In addition, the

conservation law of currents, analogous to the Kirchoff’s law, requires the conservation of

both the charge current j(E,R, T ) and the thermal current jth(E,R, T ) at energy E as∑n
i=1 Ai j(E,R, T )i = 0 and

∑n
i=1Ai jth(E,R, T )i = 0 where Ai is the cross-sectional area

of the i-th wire at the node. Here, j(E,R, T )i and jth(E,R, T )i are the spectral charge

current and the thermal current evaluated in the i-th wire, respectively, where the charge

current j(R, T ) and the thermal current jth(R, T ) are expressed in terms of the solution of

Eq. (2.28) as

j(R, T ) =

∫
dE j(E,R, T ) =

eN(0)D

4

∫
dETr[τ̂3(ĝR∂ĝK + ĝK∂ĝA)](2.51)

jth(R, T ) =

∫
dE jth(E,R, T ) =

N(0)D

4

∫
dE E Tr[τ̂3(ĝR∂ĝK + ĝK∂ĝA)](2.52)
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which can be written in terms of hT and hL as

j(R, T ) = eN(0)D

∫
dE[M33∂hT +QhL +M03∂hL](2.53)

jth(R, T ) = N(0)D

∫
dE E [M33∂hL +QhT +M30∂hT ].(2.54)

Since thermal effects are out of the scope of this thesis, I will focus only on the charge current.

The first term in Eq. (2.51) represents the quasiparticle (or dissipative) current, and the

second term is the supercurrent with spectral density Q. The third term is associated with

an imbalance between electrons and holes, which is proportional to the derivative of hL. In

the limit where no superconductivity is involved, ĝR = τ̂3, ĝR = τ̂3, and ∆̂ = 0, which leads

to M00 = M33 = 1, and Q = M03 = M30 = 0.

The equilibrium distribution functions hL and hT at a reservoir at a temperature T with

a voltage V applied are given by

(2.55) hL,T =
1

2

[
tanh

(
E + eV

2kBT

)
± tanh

(
E − eV
2kBT

)]
.

For the case of a superconducting reservoir, we consider only the case V = 0, hL =

tanh
(

E
2kBT

)
= 1 − 2f0 where f0 =

[
exp

(
E
kBT

)
+ 1
]−1

is the equilibrium Fermi distribu-

tion and hT = 0.

2.4. Numerical simulation based on the quasiclassical theory

So far, I have briefly introduced the derivation of the Usadel equation and the kinetic

equation in the diffusive regime based on the quasiclassical theory. In this section, I will

explain the important steps of the numerical recipe to apply the equations into the system of
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our interest while the detailed description of the numerical recipe will be given in Appendix

A. In particular, I explain how to treat a geometry including wires with different lengths.

2.4.1. Normalization of the equations

In order to implement the equations for numerical calculation, one needs to put them into

a dimensionless form. Let us attempt to solve the Usadel equations Eq. (2.31a) and Eq.

(2.31b) for a wire of length L0. Since the equations are in the unit of energy, they should be

normalized by an energy scale. A natural choice for such an energy is the Thouless energy

of the wire, i.e., ET = ~D/L0
2. Then Eqs. (2.31a) and (2.31b) are rewritten as

(sinh2θ)
∂2φ

∂x′2
+ (sinh2θ)

∂φ

∂x′
∂θ

∂x′
− 2iIm

(
∆

ET

)
sinhθ = 0,(2.56a)

and

∂2θ

∂x′2
− 1

2
sinh2θ

(
∂φ

∂x′

)2

+ 2

(
E

ET

)
isinhθ − 2iRe

(
∆

ET

)
coshθ = 0.(2.56b)

For the normal metal wire, the equations are reduced due to ∆ = 0. Here ∂
∂x′

is a dimen-

sionless spatial derivative with the normalized coordinate x′ = x/L0 running from 0 to 1.

It should be noted that energy E and the gap ∆ considered in the numerical calculation

are normalized with respect to ET . By defining ∂θ
∂x′

= θ′ and ∂φ
∂x′

= φ′, two second order
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differential equations written above are split into four first order differential equations as

∂θ

∂x′
= θ′(2.57)

∂φ

∂x′
= φ′

sinh2θφ′2 + sinh2θφ′θ′ = 0

θ′2 − 1

2
sinh2θφ′2 + 2

(
E

ET

)
isinhθ = 0.

If there are m mesh points along the coordinate of the wire between 0 and 1, the derivative

∂f
∂x′

of an arbitrary function f at the k−th mesh point xk can be numerically calculated by

∂f
∂x′

= f(xk)−f(xk−1)

h
, where h = 1/m. Therefore, the equation can be rewritten in the form for

the numerical calculation as

θ(xk)− θ(xk−1) = h θ′(xk) =
h

2
[θ′(xk) + θ′(xk−1)](2.58)

θ(xk)− φ(xk−1) = hφ′(xk) =
h

2
[φ′(xk) + φ′(xk−1)]

(sinhθ(xk))
2(φ′(xk))

2 + sinh(2θ(xk))φ
′(xk)θ

′(xk) = 0

(θ′(xk))
2 − 1

2
sinh(2θ(xk))(φ

′(xk))
2 + 2

(
E

ET

)
isinhθ(xk) = 0.

By applying adequate boundary conditions introduced in the previous section, one can

find the solution vector (θ, φ, θ′, φ′) for all xk along the coordinate of the wire running from

0 to 1.

However, if we consider a geometry which consists of multiple wires with different lengths,

care should be taken for solving the equations numerically. If the i-th wire has a length Li,

the Usadel equations for the wire should be normalized by the Thouless energy of the wire
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ETi = ~D/L2
i as as

(sinh2θ)
∂2φ

∂x′i
2 + (sinh2θ)

∂φ

∂x′i

∂θ

∂x′i
= 0(2.59a)

and [
∂2θi

∂x′i
2 −

1

2
sinh2θi

(
∂φi
∂x′i

)2
]

+ 2

(
E

ETi

)
isinhθi = 0(2.59b)

where θi and φi are θ and φ of the i-th wire, and ∂
∂x′i

is a dimensionless spatial derivative

with the normalized coordinate x′ = xi/Li running from 0 to 1. This is in the same form

as Eq. (2.56b) except the energy is normalized by ETi . Since we should solve the Usadel

equation for a specific energy E for different wires included in the geometry, we should a

priori choose a wire whose length L0 defines the Thouless energy ET0 = ~D/L2
0 to scale the

energy. The equations are then written as

(sinh2θ)
∂2φ

∂x′i
2 + (sinh2θ)

∂φ

∂x′i

∂θ

∂x′i
= 0(2.60a)

and [
∂2θi

∂x′i
2 −

1

2
sinh2θi

(
∂φi
∂x′i

)2
]

+ 2

(
α2
i

E

ET0

)
isinhθi = 0(2.60b)

where αi is the relative length of Li with respect to L0, αi = Li/L0. Therefore, for a specific

energy E, the factor αi should be included in the equation to properly take into account

the different lengths Li of the wires. In addition, one should be careful when applying the

boundary conditions. As introduced in the previous section, at a node where multiple normal

metal wires meet, the Kirchoff type law should be applied as Σi∂θi = Σi
∆θi
∆xi

= Σi
∆θi
Li∆x′

= 0,
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which leads to

(2.61)
∑
i

1

αi

∂θi
∂x′

= 0

in normalized coordinates. It should be noted that the derivative should be multiplied by

an additional factor 1
αi

= L0

Li
in the numerical calculation. As an example, let us consider

a simple system which consists of two wires each connected to a normal metal reservoir at

x = −L1 and a superconducting reservoir at x = L2, respectively, and meet at a node at

x = 0. The solution of the Usadel equation at a specific energy is shown in Figure 2.4 (a)

for different lengths of the wire connected to the normal reservoir with L1/L2 = 1, 2, and

3. The solutions not only show the continuity of the real and imaginary part of θ and θ′ at

the node, they match perfectly to one another for the same energy E = 8ET where ET is

the Thoughless energy of the entire wire with length L1 + L2, which demonstrates that the

scaling of different lengths is properly treated. On the contrary, Figure 2.4 (b) shows the

solutions of the Usadel equation where the factor αi is not taken into account, which results

in different solutions for the same energy value.

Similarly, in order to solve the kinetic equations Eq. (2.47a)and Eq. (2.47b) for a wire

of length L0, the equations should be normalized as

∂

∂x′

[
M33

∂hT
∂x′

+Q′hL +M03
∂hL
∂x′

]
= 0(2.62a)

and

∂

∂x′

[
M00

∂hT
∂x′

+Q′hT +M03
∂hL
∂x′

]
= 0.(2.62b)
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(b) 

(a) 

Figure 2.4. (a) The solution of the Usadel equations written in Eq. (2.59) and
Eq. (2.59b) with the boundary condition given in Eq. (2.61). Real (blue)
and imaginary (red) part of θ are shown for different lengths L1, 1.0 (left),
2.0 (middle), and 3.0 (right) of the wire connected to the normal reservoir
with respect to the length of the wire L2 connected to the superconducting
reservoir. The node is at x = 0 and the coordinate for two wires runs to
negative and positive direction, respectively. ∆ = 1000ET and E = 8ET in
the calculation where ET is the Thouless energy of the entire wire with length
L1 + L2. (b) The solutions of the Usadel equation where the factor αi is not
taken into account are shown for comparison.

where the normalized coordinate x′ = x/L0 runs from 0 to 1. Here, as the expression for

the spectral supercurrent Q in Eq. (2.49a) involves the gradient of the phase, Q is written

as Q = Q′/L0 from the relation ∂φ = ∂φ
∂x

= ∂φ
L0∂x′

where Q′ is evaluated in the normalized

coordinate x′. Therefore, for the case including multiple wires with different lengths, Li for
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the i-th wire, the normalized equations should be solved for each wire as

∂

∂x′i

[
M33,i

∂hT,i
∂x′i

+Q′ihL,i +M03,i
∂hL,i
∂x′i

]
= 0(2.63a)

and

∂

∂x′i

[
M00,i

∂hL,i
∂x′i

+Q′ihT,i +M30,i
∂hL,i
∂x′i

]
= 0,(2.63b)

where hT,i, hL,i, and Qi are the distribution functions hT , hL, and Q evaluated in i-th wire

and the normalized coordinate x′ = x/Li runs from 0 to 1 for each wire. It should be noted

that the kinetic equations for all the wires are normalized to essentially the same equation

in contrast to the Usadel equations. However, the boundary conditions take into account

the relative lengths of the wires. At the node where multiple normal metal wires meet, the

Kirchoff type boundary condition requires the conservation of the charge current

∑
i

M33,i∂hT,i +QihL,i +M03,i∂hL,i = 0(2.64a)

and the thermal current

∑
i

M00,i∂hL,i +QihT,i +M30,i∂hT,i = 0,(2.64b)

which leads to the following boundary conditions in the normalized coordinates

∑
i

1

αi

[
M33,i

∂hT,i
∂x′

+Q′ihL,i +M03,i
∂hL,i
∂x′

]
= 0,(2.65a)

∑
i

1

αi

[
M00,i

∂hL,i
∂x′

+Q′ihT,i +M30,i
∂hT,i
∂x′

]
= 0,(2.65b)
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where αi is the relative length of Li with respect to a chosen length L0, αi = Li/L0, as

introduced before.

2.4.2. Application to proximity-coupled systems

Having discussed how to implement the equations for numerical calculation, we are ready to

solve the Usadel equation and kinetic equation for a specific geometry to calculate meaningful

physical quantities. As the first example, I will consider a single normal metal wire connected

to a superconducting reservoir on one end and to a normal metal reservoir on the other end.

Despite the simplicity of the geometry, it reveals many interesting phenomena arising due to

the proximity effect of superconductivity. The geometry used in the numerical calculation is

shown in Figure 2.5 where the superconducting reservoir is at x = 0 and the normal metal

reservoir is at x = L. In this case, the supercurrent js = 0 through the wire and ∆ are set to

be 0 at the normal metal reservoir and in the normal metal wire. Since φ does not play any

role here, it can be set to 0 without loss of generality. Then only M00 and M33 are non-zero,

which reduces Eq. (2.47a) and Eq. (2.47b) to ∂(M33∂hT ) = 0 and ∂(M00∂hL) = 0. By

following the approach given in Ref. [19], we integrate the first equation to obtain

(2.66) hT (x = L)− hT (x = 0) = C

[∫ L

0

1

M33(E, x)
dx

]

where C is a constant that arises from integration. In the limit of a small voltage V applied

to the normal metal reservoir, the left hand side of the above equation is expanded as

hT (x = L)− hT (x = 0) =
1

2

[
tanh

(
E + 2V

2kBT

)
− tanh

(
E − 2V

2kBT

)]
(2.67)

' eV

2kBT cosh2(E/2kBT )
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which leads to C = M33∂hT = eV
2kBT cosh2(E/2kBT )

[∫ L
0

1
M33(E,x)

dx
]−1

. Therefore, the conduc-

tance of the system can be expressed by using the Eq. (2.54) as

(2.68) G =

∫
dE

G(E)

2kBT cosh2(E/2kBT )

where G(E) is given as

(2.69) G(E) = GN

[∫ L

0

1

M33(E, x)
dx

]−1

.

In short, in the small bias regime, the conductance of a normal metal wire between two

reservoirs can be calculated by integrating the spectral conductance G(E) which is obtained

by solving the Usadel equations, with a proper temperature-dependent weight.

N S 

x = 0 x = L 

normal metal wire 

V(x=0) = V V(x=L) = 0 

Figure 2.5. Single wire between a normal reservoir N (positioned at x = 0)
and a superconducting reservoir S (positioned at x = L). The voltage V is
applied to N.

The result is shown in Figure 2.6 where the resistance of the normal metal wire decreases

as a function of temperature due to the proximity effect from the superconducting reservoir

before reaching a minimum at T ' 5ET , where ET is the Thouless energy of the normal

metal wire. The result has been obtained by assuming a perfectly transparent interface.

According to the result of the calculation presented in Ref. [19], the temperature at which the
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Figure 2.6. Left: Temperature dependence of the calculated resistance of a
normal metal wire between a superconducting reservoir and a normal metal
reservoir: The result obtained by solving the Usadel equation (black open
circle) and by solving both the Usadel equation and the kinetic equation (blue
solid line) with applied voltage eV = 0.01 ET . Right: dV/dI as a function of
current at T = ET . The gap is set to ∆ = 1000 ET , and the barrier resistance
is r = 0.

minimum appears is lowered below 5ET as the barrier resistance r increases. As temperature

is further decreased, the resistance starts to increase and recovers its normal value RN at

T = 0. This phenomena is called the reentrance effect and it happens due to the proximity-

induced opening of the gap in the density of the states which then increases the resistance

of the normal metal wire. The topic has been studied extensively in the last decades both

theoretically [28, 29, 30, 31, 32] and experimentally [33, 34, 35].

The bias dependence of the differential conductance (or resistance) can be investigated by

solving the kinetic equation with different values of voltage bias. For each value of the voltage

V , the distribution functions hT and hL are obtained and the current j(R, T ) is calculated

by using Eq. (2.54). Since Q = 0 and M03 = 0, only quasiparticle current flows through the

normal metal wire. The right panel in Figure (2.6) shows the differential resistance dV
dI

as
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Figure 2.7. Left: Temperature dependence of the resistance. The measure-
ment configuration is denoted in the inset with the image of the sample. Right:
Bias current dependence of the differential resistance at T = 50 mK. Figures
taken from Ref.[35].

a function of bias current, which is obtained by differentiating the applied voltage V with

respect to the calculated current I. A large peak appears near zero bias which is consistent

with the experimental result in the work by Charlat [35] shown in the right panel of Figure

2.7. In the small bias regime, V ' 0, the calculated resistance is in perfect agreement with

the resistance obtained by only using the solution of the Usadel equation, as shown in the

left panel in Figure 2.6.

As the next geometry, let us consider a normal metal wire between two superconducting

reservoirs as shown in Figure 2.8. This so called proximity-coupled normal metal reveals

a gap referred to as the minigap in the density of states (DOS), which was theoretically

predicted [36, 37, 38, 39, 40] and experimentally probed [41]. According to these studies,

the magnitude of the minigap is constant along the normal metal wire and is varied by the

phase difference ∆φ between the two superconductors. Figure 2.9 shows the result of our

numerical calculation of the normalized DOS, N(E)/N(0) (N(0): DOS at the Fermi surface),
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Δ Δ 

Figure 2.8. Single normal metal wire between two superconducting reservoirs
S1 (positioned at x = 0) and S2 (positioned at x = L). There is a phase
difference ∆φ between two reservoirs.

by solving the Usadel equation for φ = 0. For this calculation, the superconducting gap is

set to ∆ = 1000 ET with ET being the Thouless energy of the proximity-coupled normal

metal wire, which corresponds to ∆� ET , falling into the regime of the long junction limit.

As all the samples experimentally studied for this thesis are in the long junction limit, I

will only consider the case ∆� ET throughout this chapter. The result exhibits a constant

minigap δ with magnitude δ ' 3.1 ET in the normal metal wire, which is consistent with

the theoretical result obtained earlier for the long junction limit [40].

Another interesting feature of the proximity-coupled normal metal is that it is capable

of carrying a finite amount of supercurrent. As we only consider the case where the voltage

applied to the superconductors is V = 0, the spatial derivatives of both hT and hL, ∂hT and

∂hL, are zero. Then the charge current j(R, T ) in Eq. (2.54) is simplified to

(2.70) j(R, T ) = eN(0)D

∫
dE Q(E)hL(E)

where hL is independent of position and is given by hL(E) = tanh(E/2kBT ). The spectral

supercurrent Q(E) along the normal metal wire is shown in Figure 2.10 for different values
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(a) 

(b) 

x 

Figure 2.9. (a) Normalized DOS N(E)/N(0) in the normal metal wire pre-
sented in Figure 2.8 as a function of position x and energy E. ∆ = 1000 ET
and φ = 0 for the calculation. (b) Normalized DOS as a function of energy at
various positions.

of phase φ = π/8, π/4 and π/2 between two superconducting reservoirs. In the limit of

low temperature, as T → 0 (hL(E) → 1), the supercurrent Is can be calculated by simply
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Δ 

Δ 

Δ 

Figure 2.10. Spectral supercurrent Q as a function of energy in units of ET of
the wire, for ∆φ = π/8 (red), π/4 (blue), and π/2 (green). ∆ = 1000ET .

integrating Q(E) in energy. The maximum value of Is is called the critical current Ic. By

taking into account the relation between the diffusion constant D and the normal resistance

RN of the wire with length L and cross-sectional area A, RN = L/e2N(0)AD [19], we

obtained eIcRN/ET ' 10. For this numerical calculation, the superconducting gap is again

set to ∆ = 1000 ET . According to the work by Dubos [42], in the long junction limit, the

critical current Ic across the normal metal wire is determined by the Thouless energy ET

not the gap ∆ and is given by eIcRN/ET = 10.82 as T → 0 with the assumption of perfectly

transparent interfaces between the superconducting reservoir and the normal metal wire on

each end, which is in a good agreement with the result of our simulation.

Now I consider a slightly more complicated geometry shown in Figure. 2.11. It should be

noted that there is a “dangling” normal metal arm connected on one end to the center of the

normal metal wire between two superconducting reservoirs, and the other end to a normal
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S1 S2 

x = 0 x = L1 

normal metal wire 
V(x=0) = 0 V(x=L1) = 0 

 ϕ(x=0) = -Δϕ/2  ϕ(x=L1) = Δϕ/2 

N 

V(x’=L2) = 0 

 ϕ(x’=L2) = 0 

L0 L2 

Figure 2.11. Single normal metal wire between two superconducting reservoirs
with a dangling arm connected to the center of the normal metal wire at one
end and to a normal reservoir at the other end.

reservoir. For numerical calculations, the geometry is broken down into three normal metal

wires, two with length L0 composing the proximity-coupled normal metal, thus L1 = 2L0,

and one with L2 connected to the normal reservoir, meeting at the node. The Usadel

equation is scaled by the Thouless energy ET0 = ~D/L2
0 of the wire with length L0 and the

factor α = L2/L0 is included as in Eq. (2.59b) to take into account different lengths L2

of the dangling arm. Final numerical results are presented in terms of the Thouless energy

of the proximity-coupled normal metal wire with length L1, ET = ~D/L2
1, to maintain

the consistency with the case of the simple SNS junction to make the comparison more

convenient.

We first calculated the DOS along the normal metal wire to see if there is any change

from the case of the simple SNS due to the modification in the geometry. Figure 2.12 shows

the result of our numerical calculation of the normalized DOS for ∆φ = 0 and L2 = L0, with

∆ = 1000 ET where ET is the Thouless energy of the proximity-coupled normal metal wire,

ET = ~D/L2
1, as before. Compared to the case of the simple SNS junction, the normalized
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(a) 

(b) 

x 

Figure 2.12. (a) Normalized DOS N(E)/N(0) in the normal metal wire pre-
sented in Figure 2.11 as a function of position x and energy E. ∆ = 1000 ET
and φ = 0 for the calculation. (b) Normalized DOS as a function of energy at
the node for various lengths L2.

DOS at low energies is highly dependent on the position in the normal metal wire showing

a maximum at the node where the dangling arm is connected. We repeated the calculation
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by varying the length of the dangling arm L2 with respect to the length L0 used for scaling

the Usadel equation. Figure 2.12 (b) exhibits the normalized DOS calculated at the node,

which shows that the modification of the normalized DOS of the normal metal wire due to

the proximity effect from two superconductors is reduced as the normal reservoir is placed

closer to the node.

Figure 2.13. Spectral supercurrent Q numerically calculated for φ = π/2 as
the length L2 is varied. The same color code is used as in the previous plot:
0.1 L1 (black), 0.2 L1 (red), 0.5 L1 (green), L1 (blue), 2 L1 (purple), 4 L1

(pink), and 8 L1 (orange). Inset: Critical current eIcRN/ET as a function of
L2/L0.

Then we calculated the spectral supercurrent Q(E) between two superconducting reser-

voirs for ∆φ = π/2. Figure 2.11 exhibits the result of the calculation for various lengths of

L2, the same values used to calculate the normalized DOS shown above. The maximum value

of Q(E) is reduced and the value of the energy where the maximum appears is shifted as
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the normal reservoir is placed closer to the normal wire between two superconducting reser-

voirs. It should be noted that the maximum value of Q(E) does not fully recover the value

obtained from the simple SNS junction even if the normal reservoir is placed far enough. As

the supercurrent Is at low temperature is obtained by integrating Q(E) over E, the result

indicates that Is is also significantly reduced in the presence of the normal reservoir and

further reduced as the normal reservoir is placed closer. The inset of Figure 2.10 explicitly

shows the calculated critical current Ic as a function of L2. As L2 increases, Ic also increases

but saturates at eIcRN/ET ' 7.2, smaller than the Ic of the SNS junction.

S1 S2 

x=0 x=L1 

normal metal wire 
V(x=0) = 0 V(x=L1) = 0 

 ϕ(x=0) = 0  ϕ(x=L1) = 0 

N1 

V(x’=L2) = V/2 

 ϕ(x’=L2) = 0 

N2 

V(x’=L2) = -V/2 

 ϕ(x’=L2) = 0 

L0 

L2 

Figure 2.14. Proximity-coupled normal metal wire between two superconduc-
tors. For local configuration, voltage difference V is applied between N1 and
N2 to calculate current as shown in the figure, For nonlocal configuration,
voltage V is applied on N1 with S1 grounded to calculate the nonlocal voltage
Vnl.

Since we successfully reproduced the expected results in relatively simple geometries, we

are ready to consider the geometry equivalent to the ones of the samples measured in the

experiments. Figure (2.14) shows the simplest version of such geometries. Similarly to the

previous case, the geometry is broken down to five normal metal wires, three with length

L0 composing the proximity-coupled normal metal wire between two superconductors with
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(a) 

(b) 

x 

Figure 2.15. (a) Normalized DOS N(E)/N(0) in the normal metal wire pre-
sented in Figure 2.14 as a function of position x and energy E. ∆ = 1000 ET
and ∆φ = 0 for the calculation. (b) Normalized DOS as a function of energy
at the center of the proximity-coupled normal metal for various lengths L2.

length L1, thus L1 = 3L0, two with length L2 connected to normal reservoirs N1 and N2

respectively. Again, the Usadel equation is scaled by the Thouless energy ET0 = ~D/L2
0 of
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Figure 2.16. Spectral supercurrent Q numerically calculated for ∆φ = π/2 as
the length L2 is varied. The same color code is used as in the previous plot:
0.1 L1 (black), 0.2 L1 (red), 0.5 L1 (green), L1 (blue), 2 L1 (purple), 4 L1

(pink), and 8 L1 (orange). Inset: Critical current eIcRN/ET as a function of
L2/L0.

the wire with length L0 and the factor α = L2/L0 is included for the ones with length L2

connected to the normal reservoirs. Final numerical results are presented in terms of the

Thouless energy of the proximity-coupled normal metal wire with length L1, ET = ~D/L2
1,

as before.

We first calculated the DOS in the proximity-coupled normal metal. Figure 2.15 shows

the result for ∆φ = 0 and L2 = L0, with ∆ = 1000 ET where ET is the Thouless energy of the

proximity-coupled normal metal. While there is a significant dependence of the DOS on the

position in the range from the superconducting reservoir to the first node and from the second

node to the other superconducting reservoir, the DOS is more or less constant between the
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two nodes. Similarly to the geometry considered before, the depth of the minigap is reduced

as the normal reservoirs are placed closer to the nodes as shown in Figure 2.15 (b).

Figure 2.16 shows the dependence of the spectral supercurrent Q(E) on the length L2 of

the normal metal wires connected to the normal reservoirs, analogous to Figure 2.13 shown

before. Again, the maximum value of Q(E) is reduced and the value of the energy where

the maximum appears is shifted as the normal reservoirs are placed closer to the normal

wire between two superconducting reservoirs. However, it should be noted that the overall

value of Q(E) is further suppressed due to the increased number of normal reservoir, which

is translated into the reduced value of the calculated critical current Ic. The inset of the

Figure shows Ic as a function of L2 in the limit T → 0, which again saturates as L2 increases

but at a reduced value of eIcRN/ET ' 5.

(a) (b) 

Figure 2.17. Left: Resistance through the normal metal wire between N1 and
N2 as a function of temperature. A small voltage eV = ± 0.01 ET is applied
on N1 and N2, respectively. Inset: Resistance (the same configuration as the
main plot) as a function of the phase difference ∆φ between S1 and S2. Right:
Differential resistance dV/dI of the same local configuration as a function of
current at T = 10ET , 15ET , and 20ET .
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Having considered some of the equilibrium properties of the system, let us discuss the

transport through the system under the application of bias voltage. Among many measure-

ment configurations that can be numerically simulated, we first consider a local configuration.

As noted in Figure 2.14, by applying the voltage V/2 on the normal reservoir N1 and −V/2

on N2, respectively, and calculating the charge current, we can extract the local conduc-

tance (or resistance) of the normal metal wire between the two normal reservoirs N1 and N2,

which includes a part of the proximity-coupled normal metal between the two superconduct-

ing reservoirs S1 and S2. Figure 2.17 (a) shows the calculated local resistance as a function of

temperature T with the length L2 of normal metal wires connected to the normal reservoirs

set to L2 = L0. The resistance R = V/I is obtained by calculating the current I under a

small voltage eV = ±0.01 ET applied on N1 and N2 respectively, where ET = ~D/L2
1 is the

Thouless energy of the normal metal wire with length L1 between S1 and S2. Similar to the

case of a single wire, the reentrant behavior of the resistance is observed with the minimum at

T ∼ 5.6 ET . Figure 2.17 (b) exhibits the differential resistance as a function of bias current.

Temperature is set to T = 10, 20, and 30 ET where the resistance undergoes the decrease

in the temperature dependence shown in (a). To calculate the differential resistance dV/dI,

the current I along the normal wire between N1 and N2 is calculated first at different values

of voltages ±V/2 set on each of reservoirs and then the differential resistance is obtained

by numerically differentiating the applied voltage difference V with respect to the resulting

current I. The bias dependence shows a central dip near zero bias which develops further as

temperature is lowered. This implies that the decrease of the resistance at low temperatures

is associated with the appearance of the dip in the differential resistance.

Figure 2.18 (a) shows the temperature dependence of the resistance in the same con-

figuration as the length L2 is varied. While all the traces exhibit the reentrant behavior
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(a) (b) 

Figure 2.18. Normalized resistance R/RN as a function of temperature as the
length L2 is varied. The configuration to calculate the resistance is the same
as shown in Figure 2.14.

at low temperatures, the temperature Tmin where the minimum of the resistance appears

varies as a function of L2. When the normal reservoirs are placed far enough from the

proximity-coupled normal metal, the minimum of the resistance appears at a constant tem-

perature of Tmin ' 2.9 ET , as shown in (b). The increase of Tmin as the normal metal

reservoirs are placed closer can be attributed to the reduction of the phase coherence Lφ in

the proximity-coupled normal metal wire as shown by the calculation reported in Ref [43].

Fig. 2.19 presents experimental results of the work done by Cadden-Zimansky et al.

[44] where they measured the resistance of the proximity-coupled normal metal between two

superconductors. Overall, the result of our numerical calculations shows good agreement as

the resistance decreases at low temperatures at which the differential resistance exhibits a

dip near zero bias current. However, the up-turn of the resistance is not observed in the

experiment even at the lowest temperatures. According to the reference, ET of the proximity-

coupled normal metal wire calculated based on the measurement of the diffusion coefficient

D is ET = 2.6 µeV, which corresponds to the temperature T ' 30 mK. Then the minimum



64

Figure 2.19. (a) Scanning electron microscope (SEM) image of a sample which
consists of normal metal leads (Au: bright color) and superconducting leads
(Al: darker color). The scale bar is 1 µm. The inset shows the resistance oscil-
lation of the loop as function of flux through the loop, which has a Φ0 = h/2e
period. (b) Local resistance of the hybrid loop as a function of temperature.
Inset: The differential resistance of the loop at 14 mK as a function of current.
Figure taken from Ref. [44].

of the resistance is expected to appeared at Tmin ' 90 mK with the normal reservoirs placed

far enough, which is not the case in the experiment. We conjecture that Tmin may have

been shifted down to much lower temperatures below the lowest temperature accessible in

the experiment. We will discuss the possible sources of the discrepancy in Chapter 4.

Let us now consider the nonlocal configuration where voltage V is applied to N1, with S1

grounded, and measure the voltage difference Vnl between N2 and S2 as a response. Before

imposing boundary conditions for numerical simulations, let me give a qualitative explana-

tion of the current along different sections of the sample in this measurement configuration.

Due to the Josephson coupling between S1 and S2 below the critical temperature Tc, the

voltage at S2 remains zero when S1 is grounded. Therefore, with a finite voltage V applied
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x=0 x=L1 

N1 

V(x’=L2) = V 

 ϕ(x’=L2) = 0 

N2 

V(x’=L2) = Vnl 

 ϕ(x’=L2) = 0 

Is 

S1 
(grounded) 

V(x=0) = 0 

 ϕ(x=0) = -ϕ/2 

S2 
(floating) 

V(x=L1) = 0 

 ϕ(x=L1) = ϕ/2 

Iqp1 Iqp2 

Figure 2.20. Current separation model. A supercurrent Is is generated to
cancel the quasiparticle current Iqp2.

on N1, a finite quasiparticle current Iqp is divided into two paths, Iqp1 and Iqp2 satisfy-

ing Iqp = Iqp1 + Iqp2 flowing into S1 and S2 respectively, as shown in Figure 2.20. Such

a separation of applied current has been reported before in an experiment using a similar

geometry of the sample by Crosser et al. [45]. The ratio of Iqp1/Iqp2 is determined by the

length of each section of the normal metal wire with respect to the injection point of Iqp and

the interface resistance between the normal metal wire and each superconducting reservoir.

Meanwhile, there is no electrical current flowing into both N2 and S2 as they are electrically

floating while measuring the voltage difference between N2 and S2 . Therefore, as a portion

of quasiparticle current Iqp2 flows into S2, supercurrent Is = −Iqp2 arises by generating the

phase difference ∆φ to compensate Iqp2 so that the total current into S2 remains zero.

The generation of the compensating supercurrent can be readily confirmed in the nu-

merical calculation. For example, in a simpler geometry with a dangling normal metal arm

depicted in Figure 2.11, if the voltage V is applied on N while S1 is grounded and S2 is
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Figure 2.21. The phase difference ∆φ as a function of the applied voltage V on N.

floating, the phase difference ∆φ between S1 and S2 appears to generate the compensat-

ing supercurrent Is. Figure 2.21 shows the dependence of ∆φ on the applied voltage V on

N, which increases as the amount of quasiparticle current that needs to be compensated

increases as a function of the applied voltage.

In the geometry shown in Figure 2.20, however, the situation is slightly more compli-

cated. For each value of a voltage V applied on N1, current along each path of the sample

is calculated with two independent parameters of the phase difference ∆φ between two su-

perconducting reservoirs and the response voltage Vnl on N2, which should be repeated until

the currents going into N2 and S2 become zero simultaneously.

II. Nonlocal correlations mediated by pure spin current
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In the previous chapter, we considered the processes occurring at the normal metal-

superconductor (NS) interface upon the injection of an electron, based on the simple formal-

ism developed by Blonder, Tinkham, and Klapwijk. Among the processes, Andreev reflection

is of particular interest as it occurs due to the fundamental difference in the normal metal

and superconductor. More interestingly, in the presence of the second NS interface spatially

separated from the first one, Andreev reflection occurs at the second interface as well, as a

response to the injection of current on the first interface. This process is called crossed An-

dreev reflection (CAR), which occurs due to the mutual interaction of two spatially separated

electrons with the superconductor [46, 47, 48, 49].

As an investigation of the nonlocal correlations mediated by the superconductor, in this

chapter, we will theoretically propose a new scheme of injecting pure spin current into a

superconductor. Before discussing the result in detail, I will briefly describe the process

of CAR and another process called elastic cotunneling (EC) occurring at NSN structures

involving two NS interfaces along with the introduction of theoretical and experimental works

performed before. Then I will present the result of our theoretical consideration which shows

that on the contrary to the injection of charge current, the nonlocal correlations associated

with CAR and EC add up as a response to the injection of pure spin current, which is due to

the singlet spin configuration of the electrons forming Cooper pairs in a conventional s-wave

superconductor.

2.5. Crossed Andreev reflection (CAR) and elastic cotunneling (EC)

Crossed Andreev reflection (CAR) and elastic cotunneling (EC) couple two electrons from

two spatially separated normal metal leads N1 and N2, as depicted in Figure 2.22. CAR is

the nonlocal version of the Andreev reflection in which an electron with one spin orientation,
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Figure 2.22. Schematic diagram for crossed Andreev reflection (top) and elas-
tic cotunneling (bottom) occurring at two NS interfaces. Blue and red solid
arrows note injected electron flux and induced electron flux, respectively.

e.g., spin-up injected from N1 is retroreflected as a hole with spin-down into N2 generating a

Cooper pair in the superconductor. On the other hand, in EC, the spin-up electron directly

tunnels through the superconductor from N1 giving rise to the spin-up electron into N2.

While the injection current induces a current from the second normal metal lead into the

superconductor to form the Cooper pair inside for CAR, the direction of the induced current

is opposite for EC, which result in the opposite contribution to the induced current. As

the relative amplitudes of CAR and EC are predicted to depend on the transparency of the

interface [50], the effect of electron-electron interactions [51], and so on, the direction of

the net induced current in the second normal metal may be parallel or antiparallel to the
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direction of the injected current. Experimentally, nonlocal correlations due to CAR and EC

in charge transport have been verified by many different groups as shown in Refs. [1, 2, 3].

In addition to CAR and EC, there are additional processes that may contribute to the

nonlocal correlations in NSN structures or FSF structures with normal metals replaced by

ferromagnets. These are charge [52, 53, 54, 55, 56] and spin [57, 58, 59] imbalance

associated with the injection of quasiparticles with energies larger than the superconducting

gap ∆, into the superconductor. In contrast to these studies, we propose an experiment in

the regime of subgap transport. Thus, no quasiparticle is injected above the gap, and the

effect does not depend on the long spin relaxation times recently observed in the nonlocal

measurements of Refs. [57, 58, 59] at applied bias voltage larger than ∆/e.

As I will present our theoretical study on nonlocal correlations induced in a NSN structure

in response to a pure spin current, not a charge current as introduced so far, let us first discuss

how to generate and detect a pure spin current by using NF interfaces.

2.6. Generation and detection of pure spin current

Generating and detecting a pure spin current has been drawing the interests of researcher

for more than a decade. The term “pure” denotes that there is a separation between the

flow of charge and that of spin in the sample under consideration. For instance, as shown

in Figure 2.23(b), spin accumulation is generated at the interface between a ferromagnet

(Permalloy: Py1) and a normal metal (Copper: Cu) by sending a charge current through

the junction, due to the difference in the polarization of electrons in two metals. The diffusion

of spin accumulation, called spin current, occurs along the normal metal, as well as along the

ferromagnet, into all directions. If the charge current is drained through the left side of the

normal metal as depicted, only the spin current flows between the center of the normal metal
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and the second ferromagnet (Py2). Since the diffusion of spin accumulation occurs within

the length of λs, i.e., spin diffusion length, it can be detected if the spatial separation of the

two ferromagnets is within λs. Jedema et al., [60] experimentally demonstrated the spin

Figure 2.23. (a) Scanning electron microscope (SEM) image of a mesoscopic
spin valve junction consisting of ferromagnet (Py: two wide horizontal strips)
and normal metal leads (Cu: two thin vertical and horizontal wires). (b)
Schematic diagram for nonlocal spin-valve measurement configuration. Cur-
rent is biased from 1 to 5 and the voltage is measured between 6 and 9. Figure
taken from Ref.[60].
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Figure 2.24. The spin valve effect at (a) 4.2K and (b) room temperature in
the nonlocal spin-valve configuration. (c) and (d) show the ‘memory effect’.
Figure taken from Ref. [60].

diffusion at room temperature, which manifests itself as the nonlocal resistance dependent

on the relative magnetization of two ferromagnets, similar to the so called “spin valve effect”

as shown in Figure 2.24.
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Figure 2.25. Schematic diagram of the device considered. The bias current is
applied from a ferromagnet F1 to a normal metal N1 and nonlocal voltage is
measured between F2 and N2.

Let us consider the injection and detection of pure spin current into a superconductor

by using the same technique. The schematic diagram of the sample is shown in Figure 2.25.

Our device is similar to the one shown above, except the normal metal wire is broken into

two wires and connected by a superconductor. If one drives a bias current I from F1 to N1,

as shown in Figure 2.25, spin accumulates at the N1F1 interface resulting in spin imbalance

diffusing in all possible directions in N1 as explained above. Since the bias current is drained

from the left side of N1, the right side of N1 carries a pure spin current with no net flow of

charge. The second NF interface (N2F2) is used to detect the spin current flowing through

N2 by measuring the nonlocal voltage Vnl between N2 and F2. It should be noted that F1

and F2 are designed to have different coercive fields. Hence, it is possible to realize both
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parallel and antiparallel magnetization directions by applying an external magnetic field. In

the following, we assume that the normal metals are oriented along the x-axis whereas the

ferromagnets are oriented along the y-axis (see Figure 2.25). To simplify the notation, we

use two different coordinate systems for N1 and N2 with origins at each FN interface and the

x-axis directed toward the superconductor, i.e., the respective NS interfaces are at x = Li

(i = 1, 2).

Spin accumulation and spin transport at Ni and Fi interface can be described by the

model introduced in the work of Takahashi [61]. The current density for each spin species

is driven by the electric field Eα = −∇φα (φα: electric potential) and the gradient of the

electron density of each spin species deviated from the equilibrium δn↑,↓α in material α = Fi,Ni

(i = 1, 2) as

j↑α = σ↑αEα − eD↑α∇δn↑α,(2.71a)

j↓α = σ↓αEα − eD↓α∇δn↓α(2.71b)

where σ↑,↓α and D↑,↓α are the spin-dependent electrical conductivity and diffusion constant.

As δn↑,↓α is generated by the shift in the chemical potential, i.e., δn↑,↓α = N↑,↓α δε↑,↓α where N↑,↓α

is the density of states and δε↑,↓α is the amount of the shift in the chemical potential from

the equilibrium for up and down spin species, one can define the electrochemical potential

µ↑,↓α = ε↑,↓α + eφ which modifies Eqs. (2.71a) to

j↑α = −(σ↑α/e)∇µ↑α,(2.72a)

j↓α = −(σ↓α/e)∇µ↓α(2.72b)
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where σ↑,↓α = e2N↑,↓α D↑,↓α . The charge current jα is given by the sum of j↑α and j↓α, which

satisfies

(2.73) ∇ · jα = ∇ · (j↑α + j↓α) = 0,

while the spin current jsα given by the difference of j↑α and j↓α satisfies

(2.74) ∇ · jsα = ∇ · (j↑α − j↓α) = −eδn↑α/τ↑↓ + eδn↓α/τ↓↑,

where τ↑↓ and τ↓↑ are the scattering time of an electron from spin up to spin down state and

vice versa. Using the relation N↑α/τ↑↓ = N↑α/τ↓↑ known as detailed balance [61] leads Eq.

(2.73) and Eq. (2.74) to

(2.75) ∇2(σ↑αµ
↑
α + σ↓αµ

↓
α) = 0

and

(2.76) ∇2(µ↑α − µ↓α) = (1/λ2
α)(µ↑α − µ↓α).

Here, the spin diffusion length is λα =
√
Dατα, where τ−1

α = 1
2
(τ−1
α↑↓ + τ−1

α↓↑) and D−1
α =

(N↑αD
↑−1
α +N↑αD

↓−1
α )/(N↑α+N↑α). The parameters for the normal metals are spin-independent,

i.e., σ↑N = σ↑N = 1
2
σN, D↑ = D↓, etc., whereas they are spin-dependent for the ferromagnets,

i.e., σ↑F 6= σ↑F, D↑ 6= D↓. The general solution of Eq. (2.75) and Eq. (2.76) in Fi reads

(2.77) µ↑,↓Fi
(y) = µFi(0) +

(
pFi ±

σ↓,↑Fi

σF

e−|y|/λF

)
δµFi(0) +

eIiy

σFAF

Θ(y)
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with I1 = I and I2 = 0. Θ(y) is the Heaviside function. Total conductivities σFi = σ↑Fi +σ↓Fi ,

cross-sections AFi , and spin-diffusion lengths λFi are assumed to be identical for the wires

F1 and F2 for simplicity, so I will drop the subscript i for the rest of this chapter. The

magnitude of the polarity defined as pFi = (σ↑Fi − σ↓Fi)/σF is the same for i = 1, 2, while

their sign is determined by the magnetization direction in Fi, pFi = ±pF. Here I take the

(+) sign for spin up being the majority carrier and the (−) sign for spin down being the

majority carrier in each ferromagnet. By using Eq. ((2.77)), the spin accumulation δµFi(0)

at the FiNi interface can be related to the drive current Ii and the spin current IsFiNi flowing

through the FiNi interface as follows:

(2.78) δµFi(0) =
1

2
eRF

(
pFiIi − IsFiNi

)
,

where RF = λF/[AFσF(1− p2
F)].

Meanwhile, the currents at the FiNi interface may also be expressed in terms of the

potential drops across the interface, and the interface tunnel conductance Gσ
T i. By using Iσi =

GσTi
e

(
µσFi
|z=0+ − µσNi

|z=0−
)

=
GσTi
e

(
µσFi

(0)− µσNi
(0)
)

and neglecting the spin-flip scattering at

the interface, I obtain

Ii =
GTi

e
(µFiNi + pTiδµFiNi) ,(2.79a)

IsFiNi =
GTi

e
(pTiµFiNi + δµFiNi) ,(2.79b)

where GTi = G↑Ti + G↓Ti and pTi = (G↑Ti − G↓Ti)/GTi are related to the (tunnel) conduc-

tances G↑,↓Ti of the FiNi interface for spin up and spin down electrons. In addition, µFiNi =

µFi(0) − µNi(0) and δµFiNi = δµFi(0) − δµNi(0). The sign of pTi is again dependent on

the magnetization direction of the ferromagnet as mentioned before. We can rearrange the
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equations by inverting them to obtain

µFiNi = eRTi

(
Ii − pTiIsFiNi

)
,(2.80a)

δµFiNi = eRTi

(
−pTiIi + IsFiNi

)
,(2.80b)

where RTi = 1/[GTi(1− p2
Ti

)].

S N 
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NR 

Figure 2.26. Local process occurring at an NS interface. Andreev reflection
(AR) and normal reflection (NR) take place as a response to the injection of
an electron. Blue and red solid arrows note injected electron flux and induced
electron flux, respectively.

2.7. Processes occurring at NS interfaces due to pure spin current injection

Before considering the process occurring at NS interfaces, let us first take a look at the

solution in the normal metals. The general solution of Eqs. (2.75) and (2.76) in Ni reads

(2.81) µ↑,↓Ni
(x) = µNi(0)± 1

2
eRN

(
IsFiNie

− |x|
λN − IsNiSie

− |Li−x|
λN

)
− eIix

σNAN

θ(−x)
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Figure 2.27. Nonlocal correlations in N1SN2 structure. A pure spin, repre-
sented by a spin up electron and a spin down electron flowing in the opposite
direction, is injected from N1 into S. By two nonlocal processes, CAR and EC,
a pure spin current is induced in N2. Blue and red solid arrows note injected
electron flux and induced electron flux, respectively.

with RN ≡ 1/GN = λN/σNAN. As for the ferromagnets, here we also assume identical cross-

sections AN and spin-diffusion lengths λN, and conductivities σN in the wires N1 and N2.

Furthermore, σ↑N = σ↓N = σN/2. Using these equations, we find in particular

δµNi(0) =
1

2
eRN

(
IsFiNi − I

s
NiSi

e−Li/λN
)
,(2.82a)

δµNi(Li) =
1

2
eRN

(
IsFiNie

−Li/λN − IsNiSi
)
.(2.82b)

Figure 2.27 illustrates the processes taking place at the NiS interfaces. A pure spin

current, in terms of a spin up species, is injected from N1 into S as a spin up electron and

a spin down electron flow in the opposite direction. In addition to two local processes,

local Andreev reflection (AR) and normal reflection (NR), occurring at an N1S interface

as illustrated in Figure 2.26, two nonlocal processes, crossed Andreev reflection (CAR) and

elastic cotunneling (EC) take place at N2S interface. Figure 2.27 is an extended version of
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Figure 2.25 with the processes for a spin down electron added. Among these processes, only

the nonlocal processes, CAR and EC, contribute to the nonlocal signal. It should be noted

that a pure spin current is induced in N2 by CAR and EC which make contributions to the

spin current in the same direction. If the length of the superconducting link d between N1

and N2 is much longer than ξS, these processes are suppressed and only AR and NR occur

at the N1S interface, hence the detector voltage between N2 and F2 is zero. However, in the

opposite regime where d is shorter than ξS, nonlocal processes such as CAR and EC can

occur and generate a spin current in N2, the process of which is schematically depicted in

Figure 2.27. Then, the resulting spin imbalance at the N2F2 interface yields a finite voltage

difference between N2 and F2 as explained before. There are a couple of important aspects

that should be noted here. First, as can be seen in Figure 2.27, both CAR and EC contribute

to a spin current in N2 in the same direction, such that their contributions to the spin signal

add up. This is completely different from the case of charge current, where one measures the

difference between CAR and EC. In addition, due to the fact that the superconductor cannot

support spin accumulation inside, the spin of an electron injected into the superconductor at

the N1S interface is transferred to N2 leaving no net spin in the superconductor. Therefore,

the spin current injected from N1 into S, IsN1S, equals the spin current injected from S into

N2, −IsN2S, where IsNiS = I↑NiS − I
↓
NiS

.

The spin-resolved currents at the N1S interface can be expressed in terms of GCAR and

GEC in a similar way used for FiNi interface,

(2.83) IσN1S
=
GCAR

2e

[
µσN1

(L1) + µσ̄N2
(L2)− 2µS

]
+
GEC

2e

[
µσN1

(L1)− µσ̄N2
(L2)

]
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where σ =↑, ↓, σ̄ =↓, ↑, and µS = µ↑Ni(Li) +µ↓Ni(Li). Therefore, the spin current through the

superconductor, IsS = IsN1S = −IsN2S, is related to the difference between the spin imbalances

δµNi(Li) = [µ↑Ni(Li)− µ
↓
Ni

(Li)]/2 at the two interfaces as follows:

IsS =
G+

S

e
[δµN1(L1)− δµN2(L2)].(2.84)

Note that µN1(L1) = µN2(L2), with µNi(Li) = [µ↑Ni(Li) + µ↓Ni(Li)]/2, in the absence of a

charge current. Furthermore, G+
S = GCAR + GEC, where GCAR/EC are the conductances

due to CAR and EC, respectively. I combined Eqs. (2.83) and (2.84) to eliminate the spin

currents and to express the imbalances at the NS interfaces as

δµNi(0) =
eRN

2

{
IsFiNi

[
1− G+

S

2(G+
S +GN)

e−2Li/λN

]
+ IsFīNī

G+
S

2(G+
S +GN)

e−(L1+L2)/λN

}
.(2.85)

We are now ready to proceed to the final step of deriving the nonlocal voltage Vnl between

F2 and N2. Since it is given by Vnl = µN2(+∞) − µF2(−∞), by using Eq. (2.77) and Eq.

(2.82) we find Vnl = [µF2N2 + pF2δµF2(0)]/e which is reduced to Vnl = −(pF2/pF)RNFiI
s
F2N2

using Eqs. (2.78) and (2.80a). Here we defined RNFi = pFRF/2+|pTi |RTi and used pTi/|pTi| =

pFi/pF implying the same polarization in the ferromagnets and the NiFi interfaces. Finally,

combining Eqs. (2.78), (2.80a), and (2.85), we determine the spin current IsF2N2
as a function

of the injection current I to obtain the nonlocal spin resistance,

(2.86) Rnl = ± RNF1RNF2R0e
−(L1+L2)/λN

RNS1RNS2 −R2
0e
−2(L1+L2)/λN

,
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where R0 = G+
S /[4GN(G+

S +GN)] and RNSi = RN/2 +RF/2 +RTi −R0e
−2Li/λN . The overall

sign of Rnl depends on whether the ferromagnets are aligned parallel (+) or antiparallel (−).

Equation (2.86), which is the main result of this section, predicts a finite nonlocal re-

sistance generated by a pure spin current injected into a superconductor. The exponential

dependence ∝ e−(L1+L2)/λN of Rnl on the lengths of the normal wires clearly shows that

it is due to the spin transport through the structure. In the case of fully polarized ferro-

magnets, where |pTi | = pF = 1 and RF/2 + RTi → ∞, the result Eq. (2.86) simplifies to

Rnl = ±R0e
−(L1+L2)/λN .

A nonloncal spin signal can be observed also in the absence of superconductivity. In

case of G+
S � GN, when the contribution of the superconducting element to the nonlocal

signal is negligible, Eq. (2.86) is similar to the result of Ref. [61]. The difference in the

numerical factors is due to a different geometry of the normal part considered in the FNF

spin valve. Since this case corresponds to temperatures above the superconducting transition

temperature Tc, our spin valve geometry involves the superconductor as a normal metal.

However, we expect the decay lengths of the nonlocal signal within the superconductor to

be quite different below and above the transition. At T � Tc, our results yield Rnl ∝ e−d/ξS

since GCAR/EC decay exponentially on the scale ξS. On the contrary, at T > Tc, the nonlocal

resistance should be proportional to e−d/λS , where λS is the spin diffusion length of the

superconductor in the normal state. Typically, λS for Al is ∼ 500 − 1000 nm and ξS is

∼ 100− 300 nm. Thus, one would expect an abrupt change in the nonlocal resistance when

the superconductor undergoes the transition, which may be observed in the experiment

similarly as in Ref. [1].
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The magnitude of the nonlocal resistance induced by the injection of a pure spin current

may be estimated from the nonlocal resistance measured in the case of charge current injec-

tion. Based on the formalism suggested by Falci et al. [48], the nonlocal resistance can be

written as RNSN
nl = (GEC −GCAR)/G2

AR, where the conductance due to AR at a single NS

interface GAR � GCAR, GEC is assumed to be the same for the both NiS interfaces. Using

the measured RNSN
nl as well as estimated values of GAR from P. Cadden-Zimansky et al. [3]

yields a rough estimate of GEC − GCAR ∼ 0.5 Ω−1. For copper wires with a spin diffusion

length λN ∼ 1 µm and cross section AN =100×50 nm2, corresponding to GN ≈ 0.3 Ω−1,

the factor R0 in Eq. (2.86) would be of the order of 0.5 Ω in this case. If GCAR and GEC

are of the same order of magnitude, the nonlocal resistance due to the pure spin current

would likely be much larger. As a final remark, it should be noted that this nonlocal signal

arises from spin transport at energies far below the superconducting gap. By measuring the

nonlocal resistance resulting from charge and spin injection on the same sample, it may be

possible to determine the independent contributions due to CAR and EC.
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CHAPTER 3

Experimental techniques

In this chapter I will discuss the experimental techniques used to perform the experiments

presented in this thesis. As many of the techniques that I used have been developed and

utilized by several generations of graduate students in the Mesoscopic Physics Group at

Northwestern, I will briefly outline the processes already covered in the thesis of past students

[62, 63, 64, 65, 66, 67, 68, 69, 70] while providing explanations of new techniques and

procedures.

3.1. Sample Fabrication

The first step in the sample fabrication is to prepare the substrate, a polished silicon

substrate with 300 nm SiO2 on top, in a proper size. Typically, the substrate is cut by a

hand-held diamond scriber into a size enough to cover 4 identical sets (each set is about 1

cm × 1 cm consisting of 3 × 3 pads for photolithography to be performed afterwards) in the

photomask and cleaned to get rid of any residual contamination of the surface as follows:

(i) Spray DI water over the sample for 1 minute, (ii) Ultrasonicate it in isopropyl alcohol

(IPA) for 1 minute, (iii) Ultrasonicate in acetone for 3 minutes, (iv) Ultrasonicate in IPA for

1 minute immediately after step (iii) to remove any acetone residue (v) Blow dry N2 gas to

remove IPA from the surface. At this point, the substrate is ready for the lithography step

which mainly consists of photolithography and electron beam lithography.
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3.1.1. Photolithography

Photolithography is a prodecure for fabricating large area contact pads, which provide elec-

trical connections between mesoscopic samples contained in the central area ∼ 1000 µm2 and

metal wire bonds connected all the way to the room temperature electronics. The method

of photolithography used for this thesis was set up by a former graduate student Zhigang

Jiang. It consists of a home-made mask aligner including a room for the mask to be placed

and a halogen lamp on top whose details can be found in his thesis [65]. Here I briefly

outline the procedure of photolithography.

(i) Having cleaned the substrate as described above, spincoat it with LOR-7B from

MicroChem1 at a speed of 4000 RPM for 30 seconds on a Headway Research spinner2 to

obtain a nominal thickness of 600 nm. Bake the substrate in an oven at 170 ◦C for 45

minutes.

(ii) After taking the sample out from the oven, spincoat it with photoresist S1813 from

MicroChem at a speed of 3000 RPM for 40 seconds to obtain a nominal thickness of 700 nm

and bake the sample at 110 ◦C for 30 minutes.

(iii) The sample is placed on a photomask in a way that the baked layers are facing

the top surface of the photomask and they are put in the home-made metal mask aligner

discussed in Ref.[65]. The space defined in between the sample and photomask is vacuumed

out to ensure a tight contact. Then the sample is exposed to the halogen lamp for 7 minutes.

1Microchem Corp., Newton, MA, www.microchem.com.
2 Headway Research, Inc., Garland, TX, www.headwayresearch.com.
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(iv) To develop the exposed parts of the sample, MF-319 photodeveloper is sprayed on

the surface of the sample for 55 seconds. Then the developer is washed off with DI water for

20 seconds followed by a dry jet of N2 gas.

(v) The sample is loaded into an electron gun evaporator built by a former graduate

student José Aumentado [64], equipped with a setup for in situ plasma etching. After the

chamber of the evaporator is pumped down to a pressure lower than 1 × 10−6 Torr, the

pumping is paused and 40 mTorr of O2 gas is introduced into the chamber for 20 seconds

of high voltage plasma etching to get rid of residue of resists left from earlier steps in the

procedure.

(vi) After plasma etching, the chamber is pumped down for 2 minutes before the metal

deposition. When the pressure reaches below 1×10−6 Torr, 4 nm of Ti of a purity 4N (99.99

%) is deposited first as a sticking layer. 40 nm of Au of a purity 3N5 (99.95 %) is deposited

subsequently.

(vii) The sample is taken out of the chamber after waiting for the sample and the system

to fully cool and soaked in acetone to lift off the S1813 photoresist for 10 - 15 minutes.

The sample is ultrasonicated for 1 minute to ensure the removal of metal flakes sitting on

unpatterned parts, and sprayed with acetone and IPA, dried with N2 gas.

(viii) A separate procedure is required to get rid of LOR-7B layer in which the sample is

soaked in 1165 Microposit remover for 10 minutes while maintaining the temperature of the

remover between 60 and 70 ◦C. Afterwards, the sample is rinsed with 1165 remover at room

temperature, acetone, and IPA, finally dried with N2 gas.
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3.1.2. Electron beam lithography

Electron beam lithography is performed on the central area of the photolithographic pads

to fabricate the core parts of samples on a mesoscopic scale. For the samples designed for

the experiments on NS heterostructures including Au and Al, I followed the procedure docu-

mented in the thesis of a former graduate student Paul Cadden-Zimansky [67], which I will

summarize as follows.

(i) Spincoat the sample with 6.5% MMA (methylmetacrylate) from MicroChem at a

speed of 3000 RPM for 1 minute to obtain a nominal thickness of 300 nm and bake the

sample in an oven at 140 ◦C for 30 minutes.

(ii) Spincoat the substrate with 3% 950 PMMA (polymethyl methacrylate) from Mi-

croChem at a speed of 3000 RPM for 1 minute to obtain a nominal thickness of 150 nm and

bake the sample at 170 ◦C for 30 minutes.

(iii) The sample is loaded and exposed in the Tescan Mira field emission scanning electron

microscope to make features designed in a ElectronScribe3 file. The detailed description on

the procedure of using Tescan Mira can be found in Ref. [67].

(iv) To develop the resist, a 1:3 mixture of MIBK (methyl isobutyl ketone) and iso-

propanol is sprayed on the sample for 1 minute while maintaining the temperature of the

developer at 23 ◦C. Then the sample is rinsed with isopropanol for 20 seconds and dried

with N2 gas.

(v) The metal deposition can be performed in either the electron gun evaporator men-

tioned before or the thermal evaporator manufactured by Edwards. Inside the chamber of

the thermal evaporator, a few pellets of material are placed in a tungsten “boat” connected

3Software written by Prof. Venkat Chandrasekhar.
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to two electrical leads. As a current flowing through the boat heats up the material beyond

its melting point, the material is evaporated. In our group, the thermal evaporator has

been exclusively used for nonmagnetic materials such as Au, Al, and Cu in high purities

to achieve a long phase coherence length. We used both electron gun evaporator and ther-

mal evaporator to produce the samples used in the experiments presented in this thesis and

qualitatively the same results were observed. In both evaporators, Au and Al of a purity

5N (99.999 %) were used and in situ plasma etching with O2 gas was performed prior to the

metal deposition. The materials are typically deposited at a pressure ∼ 6 × 10−7 Torr. It

should be pointed out that no sticking layer is used for the core parts of samples.

(vi) The sample is soaked in acetone for about 5 minutes to lift off MMA/PMMA bilayer.

If the lift off process takes longer than expected and the surface of deposited metal does not

exhibit any change, it can be helpful to gently heat up acetone to slightly higher than

room temperature. However, if the sample already includes some structures consisting of

gold, soaking in hot acetone for a while may start to diffuse and deform the shape of the

structures. In addition, ultrasonication is not recommended as it may damage the features

in nanoscale. Once the lift off is complete, the sample is rinsed with IPA and blown with N2

gas.

On the other hand, for the samples utilized in the experiments on FS heterostructures

including Ni and Al, as both Ni and Al are easily oxidized if they are exposed to air, repeated

applications of the procedure outlined above is not suitable to realize a transparent interface

between two materials. There are two ways to resolve this issue: i) Performing Ar plasma

etching prior to the deposition of the second material to remove the oxide layer. ii) Using

so called two-angle shadow mask technique where both materials are deposited without

breaking the vacuum of the chamber of the evaporator. As i) is introduced in detail in Ref.
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Figure 3.1. Schematic illustration of the two-angle shadow mask technique.
The first material (yellow) is deposited at an angle θ followed by the second
material (purple) deposited at θ = 90◦. Two materials form an overlap of
L− (dPMGI + dPMMA)/tanθ.

[65], here I explain the procedure of ii) which I used to fabricate the samples measured to

obtain the data presented in the next chapter.

The principle of the two-angle shadow mask technique is schematically illustrated in Fig-

ure 3.1. First of all, it is essential to make a large size undercut as shown in the figure. For

that purpose, the first layer of resist is replaced by Polymethylglutarimide (PMGI) SF8 from

MicroChem while using 3% 950 PMMA for the second layer as before. As PMGI develops

in aqueous base solution, e.g., MF-319 photodeveloper that PMMA is insensitive to, it is

possible to develop two layers independently thus control the size of the undercut by varying

the development time for PMGI layer [71]. After exposing the sample under a scanning

electron microscope (SEM) and developing both layers of resists, the first material (yellow)

is deposited at an angle θ, as depicted in the figure. By applying a simple trigonometric

relation, it is straightforward to observe that the left and right end of the pattern appear

at a positions shifted by L1 = dPMGI/tanθ and L2 = (dPMGI + dPMMA)/tanθ, respectively.

Therefore, in case of θ = 45◦, the length L′ of the deposited material turns out to be dPMMA
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shorter than the length of the pattern L, i.e., L′ = L− dPMMA. The deposition of the second

material (purple) follows at θ = 90◦ resulting in an overlap of L − (dPMGI + dPMMA)/tanθ

with the first material already deposited. Therefore, in order to finalize the design for a

sample in ElectronScribe file which determines important features of the sample such as the

shift of position of a material deposited at an angle and the overlap between two materi-

als deposited at different angles, it is necessary to set a desirable thickness of PMGI layer

and optimize the speed of spinner to achieve the aimed thickness. Based on the datasheet

provided by MicroChem,4 I made a guess of 1500 RPM to realize the thickness of 1 µm for

PMGI layer. Then to confirm the actual thickness, I ran a test using the following procedure.

(i) Spincoat the substrate with PMGI (Polymethylglutarimide) from MicroChem at a

speed of 1500 RPM for 1 minute and bake the sample in an oven at 180 ◦C for 30 minutes.

(ii) Spincoat the sample with 3% 950 PMMA (polymethyl methacrylate) at a speed of

3000 RPM for 1 minute to obtain a nominal thickness of 150 nm and bake the sample at

170 ◦C for 30 minutes.

(iii) The sample is loaded and exposed in the Tescan Mira field emission scanning electron

microscope to make features designed in a ElectronScribe file.

(iv) To develop PMMA, a 1:3 mixture of MIBK (methyl isobutyl ketone) and isopropanol

is sprayed on the sample for 1 minute while maintaining the temperature of the developer

at 23 ◦C. Then the sample is rinsed with isopropanol for 20 seconds and dried with N2 gas.

(v) To develop PMGI, MF-319 photodeveloper is sprayed on the surface of the sample

for 55 seconds. Then the developer is washed off by DI water for 20 seconds followed by dry

jet of N2 gas.

4Visit microchem.com.
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(vi) The metal deposition can be performed in the electron gun evaporator equipped with

a rotatable sample stage. Prior to the metal deposition, plasma etching is performed with

40 mTorr of O2 to remove the residual resist. The sample stage is rotated until the angle θ

reaches 45◦ for the deposition of Au. Then the sample state is rotated back to the original

position at θ = 90◦ and Al is deposited.

(vii) For the lift off of the metals, the sample is soaked in acetone for about 5 minutes to

lift off PMGI/PMMA bilayer. Once the lift off is complete, the sample is rinsed with IPA

and blown with N2 gas. PMGI layer should be removed separately by soaking the sample in

1165 Microposit remover for 10 minutes while maintaining the temperature of the remover

between 60 and 70 ◦C. Afterwards, the sample is rinsed with 1165 remover at room temper-

ature, acetone, and IPA, finally dried with N2 gas.

(a) (b) 

undercut 

L2 = 970 nm 

L1 = 850 nm 

Figure 3.2. (a) Schematic drawing of the test pattern (in blue strips) with
expected range of the undercut formed in PMGI layer. (b)Scanning electron
microscope (SEM) image after the lift off of the material, Au (bright color)
deposited at θ = 45◦ and Al (dark color) deposited at θ = 90◦.
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Figure 3.2 (a) shows schematic drawing of the test pattern. Scanning electron microscope

(SEM) image shows the result after the lift off of the metals as shown in (b). The bright color

represents Au deposited at θ = 45◦ and dark color corresponds to Al deposited at θ = 90◦.

The top-to-top distance between vertical strips of Au and Al is measured to be L1 = 850

nm, corresponding to the thickness of the PMGI layer, and the bottom-to-bottom distance

is measured to be L2 = 970 nm. The difference between L2 and L1 is due to the thickness

dPMMA of PMMA, as explained above. If one aims to have a thinner/thicker PMGI layer,

the procedure shown above can be repeated with higher/lower speed of the spinner until the

aimed thickness is achieved.

3.2. Measurement techniques

In this section I describe the techniques used to measure the electrical transport properties

of the samples at low temperatures. All of these techniques used to perform the experiments

presented here have been utilized over decades by the members of the group, which spans

from cryogenic techniques to operate dilution refrigerators to sensitive electrical measurement

techniques. The details of these techniques can be found in the thesis of former students of

the group [62, 63, 64, 65, 66, 67, 68, 69, 70].

3.2.1. Preparation for Cooldown

As we focus on physical phenomena occurring at NS interfaces, it is important to cool down

the fabricated sample to liquid nitrogen temperatures as soon as possible in order to avoid

degrading of the quality of the interface between Au and Al [67, 72]. Here I outline the

required steps prior to the cooling down of the sample, which should be conducted without
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unnecessary delay.

i) After the lift off of the metal in the final layer, the image of the sample needs to be

taken in SEM to decide suitable samples for the experiment.

ii) The selected sample is mounted on a homemade sample holder by a silver paste and

aluminum wire-bonds are made between pins of the sample holder and photopads of the

sample using a wire bonder manufactured by Kulicke and Soffa5.

iii) The bonded sample is loaded on the sample stage of the fridge and initial check of

electrical connections of the sample is performed.

While making wire-bonds and loading the sample on the fridge, one must be careful to

avoid burning the nanoscale wires in the sample with static charges. Wearing grounding

straps whenever making a contact to the sample, having a humidifier on and keeping it near

bonder and refrigerator, and shorting the sample holder containing the bonded sample by

inserting it into a metal piece can be helpful to prevent the discharge.

3.2.2. Cyrogenics

All the data presented in this thesis have been obtained in two dilution refrigerators in

the group, an older Kelvinox-300 and a newer Kelvinox-MX100 both purchased from Oxford

Instruments6. Both refrigerators are capable of reaching temperatures as low as 20 mK or be-

low and are equipped with magnets: The Kelvinox-300 has a 12 T superconducting solenoid

magnet and Kelvinox-MX100 has two superconducting magnets: a solenoidal magnet that

5 Kulicke and Soffa Industries, Fort Washington, PA, www.kns.com.
6Oxford Instruments, Concord, MA, www.oxford-instruments.com.
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can apply a 3 T axial field and a split coil magnet that can apply a 1 T in-plane field. In

both refrigerators, the temperature is read by the resistance of RuO2 thermometer mounted

on the mixing chamber plate. In the Kelvinox-300, we used a commercial TRMC2 multi-

probe regulator7 and in the Kelvinox-100, the temperature is read by the “Femtopower”

system from Oxford instruments. In order to prevent rf-radiation transmitted through the

electrical connection from coupling into the dilution refrigerator and the sample, both fridges

have rf-filters on each electrical line at the top, with the cut-off frequency of 5 MHz on the

Kelvinox-300 and 800 kHz on the Kelvinox-MX100, respectively. Further information on the

dilution refrigerators can be found in the theses of former students [62, 63, 67].

3.2.3. AC differential resistance measurement

Most of the data presented in later chapters of this thesis is the change of differential resis-

tance dV/dI of the sample as a response to a change in external parameters such as temper-

ature, dc current bias, or magnetic field. The measurement of this differential resistance is

done by a four probe ac lock-in technique. As the details of this technique including circuit

diagrams of instruments can be found in theses of earlier members of the group [62, 63, 64],

here I only provide a brief explanation in the following.

For ac differential resistance measurement, an ac voltage with a low frequency fLIA (<

100 Hz) is sent from a Princeton Applied Research 124A8 lock-in amplifier (LIA) to the

input of either a home-built Adler-Jackson type bridge or a home-built current source with

an AD549 chip9 (See J. Eom’s thesis [62] for a circuit diagram of the current source).

7AIR LIQUIDE, France.
8Ametek Princeton Applied Research Oak Ridge, TN, www.princetonappliedresearch.com/index.aspx.
9Analog Devices, Norwood, MA, www.analog.com/en/index.html.
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In case of the bridge, MΩ resistors convert the ac voltage supplied from LIA into ac

current, which flows through the sample and a resistor with variable resistance, called a

balance resistor, in parallel. Before making measurements, the phase of the LIA should be

adjusted so that the out-of-phase signal is independent of the change in the resistance of

the balance resistor. The voltage difference across the sample and the balance resistance Rb,

i.e., Vs − Vb, is sent to the LIA and the output of LIA is amplified by an instrumentation

amplifier, either AD62410 which has an input impedance of ∼ 109 Ω or INA11011 which has

an input impedance of ∼ 1012 Ω.

A current source is useful to measure dV/dI as a function of dc current Idc, one of most

frequently performed measurements for this thesis. For this measurement, a homemade

summer (See J. Eom’s thesis [62] for a circuit diagram of the summer) is used to sum the

ac voltage supplied from the LIA and dc voltage from either Keithley 230 voltage source12

or HP 3345A function generator13, as schematically presented in Figure 3.3. The output of

the summer goes to the input of a home-built current source employing an AD54914 chip

with nominal input impedance of 1015 Ω which generates the sum of ac and dc currents

Iac + Idc sourced to the sample. The value of Idc is read by probing the voltage across the

sense resistor Rsens of the current source. The voltage across the sample is given by

(3.1)

V (Idc + Iac sin(ωLIAt)) = V (Idc) +

[
dV

dI

]
Idc

Iacsin(ωLIAt) +
1

2

[
d2V

dI2

]
Idc

(Iac sin(ωLIAt))
2 + · · ·

10Analog Devices, Norwood, MA, www.analog.com/en/index.html.
11Texas Instruments, Inc., Dallas, TX, www.ti.com.
12Keithley Instruments Inc., Cleveland, OH, www.keithley.com.
13Keysight Technologies, Inc., Santa Rosa, CA, www.keysight.com.
14Analog Devices, Norwood, MA, www.analog.com/en/index.html.
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Figure 3.3. Schematic diagram for a typical measurement setup used for dV/dI
vs Idc measurements. Home-built instruments including a current source, sum-
mer, instrumentation amplifier are placed inside a mu-metal shielding box.

where ωLIA = 2πfLIA and is amplified by an instrumentation amplifier and probed by HP

34401A digital multimeter15. As the LIA picks up the signal at the same frequency as the

sourced ac voltage from the LIA oscillator for the differential resistance dV/dI, the measured

voltage corresponds to the differential resistance at dc bias Idc multiplied by the amplitude

of ac current Iac and the gain of the instrumentation amplifier Ginst. In this way, dc current

dependence of the differential resistance dV/dI can be measured as the dc voltage from the

voltage source is swept to vary the dc current Idc applied to the sample.

15Keysight Technologies, Inc., Santa Rosa, CA, www.keysight.com.
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Before making measurements, the magnitude of the background noise and its spectral

distribution should be characterized by using an SR760 spectrum analyzer16. In order to

minimize the noise that may add to the noise from the sample, the ground of the dilution

refrigerator and all the measurement instruments installed on measurement racks are elec-

trically connected by copper straps leaded to a single earth ground outside. In addition,

all the home-made instruments including the bridge, the current source, the summer, and

the instrumentation amplifier are powered by rechargeable batteries not by power lines to

remove possible line noise and placed in a mu-metal shielded box as depicted in Figure 3.3.

Then a nearly flat spectral distribution of the noise is observed with a typical magnitude

measured to be 6-8 nVrms/
√

Hz.

In order to measure the differential resistance dV/dI as a function of an external magnetic

field B, a dc current flowing through the magnet is controlled by a power supply such as

Kepco BOP 20-20M bipolar power supply17 which is capable of sourcing 20 A or Kepco BOP

100-1M18 bipolar power supply which is capable of sourcing 1 A, depending on the range of

magnetic field needed to be applied in the experiment. As we operate the magnets, a finite

amount of noise is inevitably introduced by additional instruments on the measurement

set up, in particular, the KEPCO power supply. Aiming to observe a small change in the

differential resistance dV/dI in the order of a few tens of mΩ, a transformer is used to enhance

the signal to noise ratio. The output of the bridge is sent to the input of a home-made

transformer box. A typical transformer consists of two sets of coils, primary and secondary.

Depending on the number of windings of primary and secondary coils, the transformer can

either increase (step-up transformer) or decrease (step-down transformer) the voltage on its

16Stanford Research Systems Inc., Sunnyvale, CA, www.thinksrs.com.
17Kepco, Inc., Flushing, NY, www.kepcopower.com.
18Kepco, Inc., Flushing, NY, www.kepcopower.com.
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Figure 3.4. Typical noise figure and amplitude transfer curves for pre-amplifier
(model 116 ) operating in transformer mode. Figure taken from PAR 124A
manual.

secondary coil. Therefore, a step-up transformer essentially acts as an additional amplifier

and it enhances the signal to noise ratio (SNR) via “impedance matching” between the

output impedance of the signal coming from the sample and the input impedance of the next
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amplifier stage AD624 where the gain Gtr of the transformer is dependent on the frequency

fLIA at the LIA. For example, the noise figure of pre-amplifier 116 utilizing a transformer

embedded in PAR 124A is shown in Figure 3.4 to present the dependence of the gain on the

frequency. It should be noted that a “sweet spot” in the frequency domain for the maximum

gain is dependent on the source resistance.

For the measurements, a home-built box UTC A-11 transformer19 was used along with

the bridge for the impedance matching of a sample and AD624 instrumentation amplifier.

UTC A-11 is a step-up transformer where the resistance of primary coil is RP = 500 Ω and

secondary coil is RS = 50 kΩ which provides the turn ratio n =
√
RS/RP = 100. As the

gain Gtr of the transformer is dependent on the frequency as mentioned above, it should be

calculated experimentally by comparing the voltages measured by the LIA at two different

modes: direct (D) mode and transformer (T) mode. At D mode, the output of the bridge

bypasses the transformer and results in VD after the amplification by the AD624 while the

the output goes through the transformer at T mode and results in VT . By taking the ratio

between VT and VD, we obtain the gain Gtr = VT/VD of the transformer where the maximum

gain is achieved at fLIA ∼ 100 Hz. Figure 3.5 shows the dV/dI of a sample as a function

of an external magnetic field B measured without a transformer at LIA frequency fLIA =

40.5 Hz (red trace) and with a transformer at fLIA = 103 Hz (black trace) where the gain

is obtained as Gtr = 30. A clear enhancement of the signal to noise ratio can be observed

demonstrating that the transformer plays a crucial role in the measurements.

19United Transformer Corporation, New York, NY.
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Figure 3.5. dV/dI as a function of an external magnetic field B. Red trace
represents the result obtained without a transformer at LIA frequency of 40.5
Hz while the black trace is with a transformer at LIA frequency of 103 Hz
(black trace).

The data are taken by utilizing the home-made data acquisition program20 which reads

and controls all the commercial instruments via GPIB. The sweep rate of an input instru-

ment, such as an HP 3325A synthesizer to provide a dc voltage supplying the dc current Idc

for the dV/dI vs Idc measurement or a KEPCO power supply to provide the current control-

ling the magnet for the dV/dI vs Idc measurement, should be determined by considering the

time constant tc at LIA. The time constant tc comes from the output filter installed in LIA

and is a controllable parameter which should be set to provide an optimal balance between

responsiveness and stability of the measurement. For a single data point, the output from

LIA should be averaged over a time corresponding to at least three times of the tc.

20Written by Prof. Venkat Chandrasekhar
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CHAPTER 4

Experimental results: Nonlocal correlations mediated by

proximity-coupled normal metal

In this chapter, I present the experimental results of the measurements performed to

study the nonlocal correlations mediated by a proximity-coupled normal metal. I will start

with experiments on samples in a linear geometry, followed by the results obtained on samples

including a loop which forms a SQUID (superconducting quantum interference device). Here

I provide the experimental data along with discussion based on the numerical calculation,

which provides insights into the physics behind the observed results.

4.1. Linear geometry

In order to experimentally investigate the nonlocal correlations mediated by a proximity-

coupled normal metal, we fabricated a sample consisting of a normal metal (N) and a super-

conductor (S) as shown in Figure 4.1 (a). Au of a purity 5N (99.999%) and Al of 4N (99.99%)

were used as the normal metal and the superconductor, respectively. The left part of the

sample forms a NSN structure where two normal wires are connected by a superconductor.

This structure of the sample is analogous to the ones studied in Ref. [3]. On the other

hand, the right part of the sample, the main sample, has a part of superconductor replaced

by a proximity-coupled normal metal. We decided the length L of the normal metal wire

between the two superconductors so that the two superconductors are Josephson-coupled

in the temperature range of interest in the experiment. Due to the nature of the samples
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Figure 4.1. (a) False color scanning electron microscope (SEM) image of the
sample consisting of a normal metal (Au: yellow) and a superconductor (Al:
purple). The numbers denote the contacts used for four-terminal differential
resistance measurements. The size bar is 500 nm. (b) The local differential
resistance as a function of bias current Idc measured at 24 mK.

including multiple wires, the notation Rij,kl = dVkl/dIij will be used to denote the 4-terminal

differential resistance with k → I+, l→ I-, i→ V+, and j → V-. For example, Figure 4.1 (b)

shows the local differential resistance of the main sample R18,47 as a function of dc current

Idc. The notation denotes that the differential resistance is measured by biasing a current

from a superconducting lead (labelled as “1”) to the other suerperconducting lead (“8”) and

by probing the voltage between two normal leads (“4” and “7”). The bias current consists
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of a small ac excitation current Iac ∼ 50 nA and dc current Idc which is swept in the range

of ±10 µA. The results show that at T = 24 mK the differential resistance R18,47 remains

zero within a finite range of the dc current Idc demonstrating that a finite amount of dissi-

pationless supercurrent Is can flow through the proximity-coupled normal metal. Therefore

two superconductors are Josephson-coupled at this temperature with the maximum amount

of the supercurrent, called the critical current Ic ∼ 3.6 µA for this sample. At Idc beyond

the critical current, the differential resistance presents a sharp peak and then relaxes to its

normal state value RN = 4.6 Ω.

Having confirmed the Josephson-coupling between two superconductors, we move onto

the nonlocal differential resistance. Figure 4.2 shows the results of the nonlocal differential

resistance as a function of dc bias current Idc on different parts of the sample. Before

discussing the results obtained from the main sample, let us first take a look at the results

from the left part of the sample as shown in (a). The nonlocal differential resistance R21,38

was measured by injecting both ac and dc currents from a normal metal lead (“2”) into a

superconducting lead (“1”) and by probing the voltage between another normal metal lead

(“3”) and another superconducting lead (“8”). It should be noted that the normal metal

lead used to measure the voltage is spatially separated about 200 nm from the one used for

the injection of the current. The result shows a finite resistance R21,38 ∼ 20 mΩ at Idc = 0

as shown in the inset, which is consistent with the result reported in Ref. [3]. This finite

zero-bias nonlocal differential resistance is attributed to the two processes CAR and EC, as

introduced earlier in Chapter 2. These two processes give rise to opposite contributions to

the zero-bias nonlocal differential resistance in case of injection of the charge current and

additive contributions in case of injection of the spin current.
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(a) 

(b) 

Figure 4.2. Nonlocal differential resistance of (a) the left part (b) the right
part of the sample shown in the previous figure as a function of Idc. Inset:
Expanded view of the zero bias region. All measurements shown here were
performed at 24 mK.

As Idc increases, the differential resistance gradually increases until it shows a peak at

|Idc| ∼ 12 µA followed by a drop to a negative value. The origin of such a dependence is

known as charge imbalance (CI), which occurs if one branch of the quasiparticle spectrum,
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either an “electron-like” or a “hole-like” quasiparticle, is more populated than the other

[52, 53, 73]. As CI is attributed to the nonequilibrium distribution of quasiparticles, it is

more pronounced at high temperatures near the critical temperature Tc of the superconductor

or under the injection of large bias current Idc. The set of a peak and a dip appears as Idc

exceeds the critical current of superconducting wire. Since no nonlocal voltage is observed

above this value of Idc, the integration of the curve over the entire range of Idc becomes

zero. In addition to the fact that the effects of CAR/EC and CI appear in different ranges

of Idc, they also exhibit different dependences on the distance between two normal metal N1

and N2. Ref. [3] demonstrated that while the zero bias resistance decays on the order of

a few hundred nm, in the order of the coherence length ξS, the peak resistance decays on

the order of micron as CI diffuses into the superconductor and the quasiparticles go through

recombination processes with their counterpart quasiparticles to relax into the condensate

as pairs.

Figure 4.2 (b) shows the result on the main sample. The nonlocal differential resistance

R41,i8 (i = 5, 6, 7) is measured by injecting a current from a normal metal lead (“4”) into

a superconducting lead (“1”) and probing the voltage between another normal metal (“i”)

and the other superconducting lead (“8”). The overall shape of the curves is very similar

to that of the curve in (a). A finite positive differential resistance is observed at Idc = 0,

and a peak appears at |Idc| ∼ 8 µA, followed by a drop to a negative value at higher |Idc|.

Furthermore, the nonlocal differential resistance also decreases as the distance of the V+

voltage lead (“i”) from the lead used for the injection of current (“4”) increases. However,

there is a clear distinction between plots in (a) and (b): There is a small dip at Idc = 0 in

the nonlocal differential resistance in (b), which is absent in the NSN structures including
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the one presented in (a). As can be clearly seen in the inset, the zero-bias dip exists in all

three different measurement configurations.

(a) (b) 

Figure 4.3. (a) False color scanning electron microscope (SEM) image of con-
trol sample with no second superconductor. Size bar is 200 nm. (b) The
nonlocal differential resistance measured at 24 mK. There is no nonlocal sig-
nal in the absence of the second superconductor.

In order to confirm that the nonlocal resistance is observed only if there is Josephson-

coupling between two superconductors, the nonlocal differential resistance has been measured

on a control sample that has been fabricated at the same time with the sample shown

above. Figure 4.3 shows the SEM image of the sample which does not involve the second

superconducting contact. The result shows that the nonlocal resistance is zero regardless

of the value of Idc demonstrating that the presence of the Josephson-coupling between two

superconductors is essential to see the effect.

We fabricated a different set of samples for further investigations. In order to perform a

more detailed examination of the length dependence of the nonlocal differential resistance in

this configuration, we designed devices such that they include more normal leads extended

from the proximity-coupled normal metal. An image of one of these devices is shown in Figure

4.4 (a). For this sample, the electronic diffusion coefficient of Au is D = (1/3)vF l = 110
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Figure 4.4. (a) False color scanning electron microscope (SEM) image of the
sample consisting of Au (yellow) and Al (purple). The size bar is 500 nm.
(b) The local differential resistance R19,28 as a function of bias current Idc at
various temperatures. (c) Temperature dependence of the local and the non-
local critical currents. Black solid line shows a fit to the expected temperature
dependence for a SNS junction in the long junction limit [42]. See the text for
the definition of the nonlocal critical current.
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cm2/s, as determined from the resistance of the normal metal wires above the measured

critical temperature Tc ∼ 1.15 K of the Al (here vF is the Fermi velocity and l is the elastic

scattering length in Au). The distance L = 0.75 µm between the two NS interfaces gives

the Thouless energy ET = ~D/L2 of 11.7 µeV, with a corresponding Thouless length LT =√
~D/kBT = 293/

√
T nm. This corresponds well with the fact that a finite supercurrent

was observed below T ∼ 0.7 K. Figure 4.4 (b) shows the local differential resistance R19,28

as a function of dc bias current Idc at various temperatures between 20 mK and 320 mK.

From this set of measurements, temperature dependence of the critical current Ic was found,

shown as blue circles in Figure 4.4 (c), where Ic is defined as the position of the peak

in the plot in (b). The temperature dependence of the critical current Ic can be fit to a

function Ic = BT 3/2exp(−A/LT ) (where A and B are constants) which is expected to be

valid for a SNS junction in the long junction limit (∆ � ET ) [42]. While the overall fit is

quite good as shown in Figure 4.4 (c), Ic at the base temperature is much smaller than the

expected value Ic0 = 10.82Ec/eRN from the theory presented in Ref. [42]. For our sample,

eRNIc0/Ec ∼ 0.56 with RN = 4.56 Ω. This discrepancy may stem from the difference in the

geometry of the samples: In our sample, mutiple normal metal wires extended from normal

reservoirs are connected to the proximity-coupled normal metal wire embedded between

two superconductors while samples in a simple SNS junction structure were measured in

Ref. [42]. Results of numerical calculations presented in Chapter 2 show that the critical

current Ic of SNS junction is reduced in the geometries similar to our sample used in the

experiment and the magnitude of the reduction is enhanced as the number of normal metal

wires connected to the proximity-coupled normal metal wire is increased. In addition, a

deviation from the perfect transparency of the interfaces also contributes to the amplitude of

Ic by lowering it from the theoretical value based on the assumption of perfect NS interfaces.



107

Figure 4.5. (a) Nonlocal differential resistances as a function of dc bias cur-
rent for 4 nonlocal configurations, R31,49, R31,59, R31,69 and R31,79, the current
injection lead remain the same. (b) Nonlocal differential resistances R31,79,
R41,79 and R51,79, where the current injection lead is changed, but the voltage
leads remain the same. All the measurements shown here were performed at
20 mK.

Let us now discuss the nonlocal measurement. Figure 4.5 (a) shows the nonlocal dif-

ferential resistance R31,i9 (i = 4, 5, 6, 7) as a function of dc bias current Idc at 20 mK. The

overall shape of the resulting traces is similar to what was observed in the first sample,
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shown in Figure 4.1. At Idc = 0, nonlocal differential resistance is finite and grows with Idc

resulting in a peak at a finite current of 2.3 µA, followed by a sharp drop to negative values

before it goes to zero at high bias. The nonlocal differential resistance also decreases as the

distance of the V+ lead from the current path increases. Finally, there is a sharp dip near

Idc = 0 that is not present in NSN samples. A similar trace is observed if the normal metal

lead used to inject the current is changed while the leads for probing the voltage stay the

same (“7” and “9”). Figure 4.5 (b) shows these data where the magnitude of the nonlocal

differential resistance increases with decreasing distance from the V+ probe to the current

path, as before. However, unlike the data in (a), the position of the negative resistance dips

also changes.

In order to trace the temperature dependence of the zero bias nonlocal differential resis-

tance that we are interested in, we performed a continuous sweep of the temperature while

measuring zero bias differential resistance for the first three configurations, R31,49, R31,59,

and R31,69 shown in Figure 4.5 (a). The results are shown in Figure 4.6: the nonlocal differ-

ential resistance is essentially zero above 0.8 K and increases below this temperature. This

increase is related to the establishment of Josephson coupling between the two superconduc-

tors, which is essential to observe the nonlocal differential resistance, as explained before.

While the exact mechanism for the gradual increase of the resistance below 0.8 K is not clear,

it should be mentioned that this increase has nothing to do with the reentrant behavior of

the resistance of the proximity-coupled normal metal introduced earlier. For the rest of the

thesis, I will focus on the temperature below 0.3 K where the Josephson-coupling is fully

established. The decrease in resistance in this range of temperature is associated with the

development of the dip observed in the nonlocal dV/dI at low temperatures, which is our

main interest in the experiment.
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Figure 4.6. Temperature dependence of the zero bias nonlocal resistance of
the main sample shown in Figure 4.4.

Let us first attempt to qualitatively understand the origin of nonlocal differential resis-

tance observed in samples measured by other groups. An earlier experiment by Crosser [45]

provides a simple explanation on the origin of nonlocal differential resistance in a sample

with a similar geometry. They fabricated a 3-terminal device which consists of SNS sample

with an extra “dangling” normal metal wire extended from the proximity-coupled normal

metal and connected to a normal reservoir, as shown in Figure 4.7 (a). The resistances R1,

R2, and RN are labelled for different sections of normal metal wires in the sample. They

measured the resistance R between the normal reservoir N and one of superconducting reser-

voirs S1 by sending a quasiparticle current Iqp from N to the grounded S1 while leaving the

other superconducting reservoir S2 electrically floating. Although one might think that the

resistance would be simply R = R1 + RN , it turned out to be a different value due to the

separation of the injected quasiparticle current Iqp: Iqp1 flowing to S1 and Iqp2 flowing to

S2. The separation occurs as the voltages at S1 and S2 are maintained to be the same due
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to the Josephson coupling between them. Hence the voltages at both S1 and S2 are zero

if either of the two superconductors is grounded, which effectively makes the sections with

resistance R1 and R2 form a parallel circuit and results in R = RN +R1R2/(R1 +R2). As a

fraction of the current Iqp2 = IqpR1/(R1 +R2) flows to S2, an electrically floating reservoir,

there should be a counter-flowing supercurrent that makes the total current into S2 zero.

The supercurrent can be generated by a finite phase difference ∆φ between S1 and S2 while

the maximum supercurrent is limited by the critical current Ic of the SNS junction, ISNSc .

Therefore, the separation of the injected current can be sustained until Iqp2 reaches ISNSc ,

which results in the maximum quasiparticle current INS1
c = ISNSc (R1 + R2)/R1. Beyond

this maximum value of Iqp = INS1
c , the resistance between N and S1 becomes R1 + RN as

separation of the injected current can no longer be sustained, as shown in Figure 4.7 (b).

(a) (b) 

Figure 4.7. (a) Scanning Electron Microscope (SEM) image of sample studied
in Ref. [45]. The sample consists of two superconducting reservoirs, labeled S1
and S2, normal reservoir labeled N, and a tunnel probe, labeled TP. (b) Voltage
versus current measured between reservoir N and S1 with S2 floating. Dotted
lines represent slopes of 20.7 and 24.6 Ω corresponding to the resistances R in
the text and RN +R1, respectively. Inset: Differential resistance as a function
of current in the same measurement configuration. Figures are taken from Ref.
[45].
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A similar discussion can be made to understand the traces shown in Figure 4.5: For exam-

ple, injecting a quasiparticle current Iqp from a normal metal lead (“3”) to a superconducting

lead (“1”) results in the separation of the current into Iqp1 flowing to (“1”) and Iqp2 flowing to

(“9”). Therefore, Iqp2 gives rise to a finite voltage drop across the proximity-coupled normal

metal which can be probed by measuring the voltage between one of the normal metal leads

(“i = 4, 5, 6, 7”) and the superconducting lead (“9”). This provides a qualitative expla-

nation of the origin of a finite differential resistance in nonlocal measurements. Meanwhile,

Iqp2 induces a counter-flowing supercurrent between the two superconductors and results in a

negative differential resistance dip where it exceeds the critical current of the SNS junction.

We denote the value of Iqp that results in the dip in the nonlocal measurement configu-

ration as the nonlocal critical current I ′c. The temperature dependence of I ′c is plotted in

Figure 4.4 (c) along with the local critical current Ic. With a proper scaling factor, Ic and

I ′c can be placed on top of each other at relatively high temperatures over 150 mK while a

clear deviation is observed at lower temperatures, consistent with the observation made in

Ref. [45]. By using a tunnel contact on the normal metal between two superconductors as

shown in Figure 4.7, they demonstrated that the deviation at low temperatures occurs as

the critical current Ic of the SNS junction is reduced due to a finite voltage applied to the

proximity-coupled normal metal as a finite dc current is applied from the normal reservoir.

The change in nonlocal critical current I ′c as we change the path of quasiparticle current

can be easily understood from this simple model. As the path changes, the fraction of

the injected current that flows into the floating superconducting lead which gives rise to

a counter-flowing supercurrent changes. Therefore, the magnitude of the injected current

where the negative resistance dips appears is modified accordingly. To be more specific, as

the normal metal lead for the injection of the current is changed as “3” → “4” → “5” in
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our measurements, the fraction of the current flowing into “9” that needs to be cancelled

by the supercurrent increases. Then it becomes easier to reach the critical current of the

SNS junction, which explains the reduction of I ′c where the negative resistance dips appear

in Figure 4.5 (b).

Based on the discussion so far, it seems that the experiment by Crosser and the analysis

therein provide a good qualitative explanation of the origin of a finite resistance and its

overall dependence on the magnitude of the injected quasiparticle current in our nonlocal

measurement configuration. However, it is still far from a full explanation since i) a detailed

study and analysis of the bias dependence that lead us to observe the appearance of the

central dip near zero bias is missing in Ref. [45]; and ii) the central dip shows qualitatively

different behavior from the nonlocal differential resistance at finite bias as a function of

distance and temperature. These differences will be discussed in detail below.

As briefly mentioned before, earlier nonlocal NSN experiments [67] revealed that the zero

bias differential resistance and the peak at finite Idc decayed as the distance from the current

injection lead is increased, but with different length scales: While the zero bias resistance due

to CAR and EC decayed exponentially with ξS, the peak associated with charge imbalance

was found to decay almost linearly with the charge imbalance length λ∗Q as the quasiparticle

potential µqp has the spatial dependence µqp = eλQ∗ρSItanh(x/λQ∗), where x is the distance

from the current lead and ρS is the resistance per unit length of the superconducting wire

in its normal state. In our experiment, zero bias resistance and the peak resistance also

scale differently with distance. Figure 4.8 (a) shows the curves of Figure 4.5 (a) scaled along

the y-axis so that their peaks at ±2.3 µA match. With this scaling, the curves match over

most of the range of current, except near zero bias. This clearly shows that the zero bias

resistance and the finite bias resistance scale differently with length, as was found for the
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Figure 4.8. (a) The nonlocal differential resistance in Figure 4.5 (a), R31,49,
R31,59, R31,69 and R31,79, scaled so that their normalized peaks at ±2.3 µA
match. (b) The nonlocal differential resistance in Figure 4.5 (b), R31,79, R41,79,
and R51,79 with both x and y axes scaled as described in the text.

NSN samples. In addition, Figure 4.8 (b) shows the curves of Figure 4.5 (b) with x-axis

scaled so that the position of the dips match, and the y-axis independently scaled so that

the magnitude of the resistance peaks at finite bias match. Again, this demonstrates that the

resistance dip at zero bias scales differently with length in comparison to the finite bias part

of the differential resistance. The difference in the distance dependence between the zero
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bias resistance and the resistance peak suggests that their origin may stem from something

fundamentally different, as in the case of CAR/EC and CI.

Figure 4.9. (a) Nonlocal differential resistance R31,49 as a function of dc bias
current Idc at various temperatures. (b) Temperature dependence of zero bias
nonlocal differential resistance Rnl(0) for four nonlocal resistance configura-
tions R31,49, R31,59, R31,69 and R31,79. (c) Temperature dependence of −Rnl(0)
for the configuration R31,49 and temperature dependence of the local critical
current Ic.
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Qualitative differences in zero bias resistance and finite bias resistance including the peak

resistance can be observed in the temperature dependence as well. Figure 4.9(a) shows the

nonlocal differential resistance as a function of Idc at various temperatures ranging from

20 mK up to 280 mK. While the traces for different temperatures match at a finite dc bias

above Idc ∼ 1 µA except the increase of the critical current with the decrease of temperature,

there is a clear distinction in the traces at small bias Idc with a further development of the

dip with decreasing temperature. The temperature dependence of the zero bias resistance

extracted from the traces in (a) is shown in (b). Therefore, the zero-bias dip exhibits

qualitative differences in the decay length and the temperature dependence from the finite

bias resistances. A clue to the origin of the zero-bias dip can be seen in the comparison of

the temperature dependence of the depth of the zero-bias dip and the local critical current

Ic along the proximity-coupled normal metal, as shown in (c).

With a proper scaling factor along the y-axis, the depth of the zero-bias dip characterized

by −Rnl(0) shows a good agreement in the temperature dependence with the critical current

Ic, which suggests that the development of the zero-bias dip at low temperatures may be

related to the pair correlations in the proximity-coupled normal metal.

In order to further elucidate our understanding of the origin of the zero-bias dip, let

us discuss the results for the numerical calculations. Initially, we used a package of codes

written by P. Virtanen based on the quasiclassical theory, available online at http://ltl.

tkk.fi/~theory/usadel1/. The schematic diagram for the sample used in the calculation

is shown in Figure 4.10 (a). As explained in Chapter 2, the nonlocal resistance was calcu-

lated as follows: For each value of a voltage V applied on N1, current along each path of

the sample is calculated with two independent parameters, the phase difference ∆φ between

two superconducting reservoirs and the response voltage Vnl on N2. ∆φ and Vnl are adjusted

http://ltl.tkk.fi/~theory/usadel1/
http://ltl.tkk.fi/~theory/usadel1/
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Figure 4.10. (a) Schematic diagram of the geometry considered in the calcu-
lation. L′ is the distance between the superconducting reservoir S1 and the
normal metal lead used to probe the nonlocal voltage Vnl. (b) Results of the
nonlocal resistances as a function of injected current Iqp = Iqp1 + Iqp2. The
distance L′ is 0.451 L1, 0.578 L1, 0.696 L1 and 0.843 L1, where L1 is the length
of the proximity-coupled normal metal between S1 and S2. The position of
N1 is fixed at 0.196 L1 from S1. (c) Calculated zero bias resistance Rnl(0) as
a function of temperature.
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iteratively until the currents going into N2 and S2 become zero simultaneously. After ob-

taining the nonlocal voltage Vnl and the injected quasiparticle current Iqp = Iqp1 + Iqp2 for

various values of the applied voltage V , the nonlocal differential resistance can be calculated

by taking Rnl = dVnl/dIqp. Figure 4.10 (b) shows the result of the nonlocal resistance as

a function of Iqp at various values of the distance L′ = 0.451 L1, 0.578 L1, 0.696 L1 and

0.843 L1, where L1 is the length of the proximity-coupled normal metal between S1 and

S2. The position of N1 is fixed at 0.196 L1 from S1 to match the geometry of the sample

measured in the experiment. It is observed that the central dip at zero bias is absent and

the nonlocal resistance only gradually increases due to the development of the phase dif-

ference ∆φ between two superconductors arising from the increase of Iqp. In addition, the

temperature dependence of the zero-bias nonlocal resistance Rnl(0) shown in Figure 4.10 (c)

exhibits an increase as the temperature is lowered in the range of temperature up to 2.5

ET corresponding to T ∼ 300 mK for the sample with the Thouless energy ET = 11.7 µeV

shown in Figure 4.4, which is the reentrance effect explained earlier. Therefore, the results

of these numerical calculations for the nonlocal differential resistance are inconsistent with

the observed experimental dependence on both bias and temperature.

For further investigation of the numerical calculation, we started using the codes ini-

tially written by Prof. V. Chandrasekhar in IDL (Interactive Data Language) to produce

the results presented in Ref. [19] and translated by the author to Python to obtain all the

numerical results except the ones shown Figure 4.10. In addition, we employed a local con-

figuration to calculate the resistance of the normal metal wire between N1 and N2 including

the resistance of the proximity-coupled normal metal between S1 and S2. This was done

by setting voltages V/2 and −V/2 on N1 and N2, respectively, as shown in Figure 2.14 for

the following reasons: i) Knowing that a part of the injected quasiparticle current flows to
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the floating superconducting reservoir if the two superconducting reservoirs are Josephson-

coupled in the nonlocal measurement configuration in the experiment, the resulting nonlocal

differential resistance is essentially a fraction of the resistance of a part of the proximity-

coupled normal metal that can be calculated in the local configuration as well. The central

dip at zero bias associated with the decrease of the resistance at lower temperatures has been

experimentally observed [44] with a sample in a similar geometry in a local configuration. ii)

It is much more time-efficient to perform numerical calculations in local configurations than

nonlocal configurations where two independent parameters ∆φ and Vnl should be optimized

simultaneously by multiple iterations of the code to satisfy the boundary conditions, which

sometimes fails to converge.

Figure 2.18(a) shows the temperature dependence of the calculated resistance in the

configuration explained above which exhibits a clear distinction from the experimental results

shown in Figure 4.9(b). Again, the reentrance effect is observed, which is consistent with

the numerical results obtained for the nonlocal differential resistance shown in Figure 4.10.

The competition between the leakage of pair correlations and the proximity-induced gap in

the DOS of the proximity-coupled normal metal results in a minimum of the resistance at

Tmin, which turns out to be dependent on the distance L2 from the normal reservoirs to the

proximity-coupled normal metal. As we extended L2 such that the dephasing effect from the

normal reservoirs diminishes, Tmin saturates at ∼ 2.9 ET where ET = ~D/L2
1 is the Thouless

energy of the proximity-coupled normal metal between S1 and S2 with length L1, as shown

in Figure 2.18. With the Thouless energy ET = 11.7 µeV of the sample, the minimum of

the resistance is expected to appear at T ∼ 340 mK, a much higher temperature than the

base temperature of 20 mK reached in the experiment.
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Figure 4.11. Resistance through normal metal wire between N1 and N2 as a
function of temperature where the section of the proximity-coupled normal
metal between two normal metal wire L′ is varied as (a) L′ = L1/11, (b)
L′ = L1/5, (c) L′ = L1/3, and (d) L′ = L1/2. The temperature is scaled with
respect to the Thouless energy ET of the proximity-coupled normal metal wire
between S1 and S2 whose length is L1. For the calculation of the resistance
voltage +V/2 and -V/2 are applied to N1 and N2, respectively.
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There are important factors that need to be considered to account for the discrepancy

between the experimental results and the numerical calculations: First, the interfaces be-

tween the normal metal and the superconductor are assumed to be perfect in the numerical

calculation whereas they are not in the sample used in the experiment. According to Ref.

[19], the reduction of the NS interface transparency leads to the shift-down of Tmin at which

the minimum in resistance occurs in addition to a smaller decrease in the resistance due

to the reduced leakage of pair correlations from the superconductor into the normal metal.

Second, it should be noted that the geometry used in the numerical calculation employs

a proximity-coupled normal metal wire embedded between two superconducting reservoirs

in which the boundary condition for a bulk superconductor is applied. In the experiment,

however, both ends of the proximity-coupled normal metal wire are connected to supercon-

ducting “wires”, which extend over a few microns until they reach superconducting pads with

larger dimensions that can be considered as reservoirs. In order to modulate the effective

length between the proximity-coupled normal metal and the superconducting reservoirs, we

repeated the calculation by varying the length L′ of the section between two nodes where

the normal wires coming from normal reservoirs meet the proximity-coupled normal metal

as L′ = L1

11
, L1

5
, L1

3
and L1

2
while maintaining the total length L1 of the proximity-coupled

normal metal, as shown in Figure 4.11. Shortening the length L′ leads to the increase of

the distance from the superconducting reservoir to the part of the proximity-coupled normal

metal included in section to be calculated. The resulting traces exhibit the shift-down of

Tmin to lower temperatures as L′ decreases. The origin of the shift of Tmin can be found

from the modification of the DOS in the proximity-coupled normal metal. Figure 4.12 shows

the normalized DOS calculated at the center of the proximity-coupled normal metal for the

same values of L′ as in Figure 4.11. It should be noted that the Tmin is determined by the
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broadness of the trace of the normalized DOS. As the distance from the superconductor is

increased the broadness of the normalized DOS is narrowed and Tmin is lowered.

Figure 4.12. Normalized DOS N(E)/N(0) as a function of energy at the center
of the proximity-couled normal metal for various length L′ as shown in Figure
4.11.

To summarize, in this section I presented the results of the experiments that we performed

to observe the nonlocal correlations in the proximity-coupled normal metal. The nonlocal

differential resistance exhibited overall bias dependence analogous to the results obtained

from NSN samples, except a peculiar dip observed within a small range of bias current near

zero. Our analysis suggests that the nonlocal differential resistance in the configurations em-

ployed in the measurements inevitably includes a partial resistance of the proximity-coupled

normal metal due to the separation of the injected quasiparticle current mediated by the

Josephson coupling between two superconductors. However, the origin of the detailed depen-

dence on the bias current and the temperature which gives rise to the zero-bias dip could not
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be understood by this simple scenario. In addition, while the numerical calculations based

on the quasiclassical theory predicted that the resistance of the proximity-coupled normal

metal should exhibit the reentrance behavior with the minimum appearing at Tmin within

the range of temperature accessible in the experiment, only the decrease of the resistance

has been observed in the experiment. Further quantitative analysis leads us to conjecture

that the Tmin may have been shifted down to much lower temperatures due to i) non-ideal

interface quality and ii) reduced proximity-effect as the effective distance between the super-

conducting reservoir and the proximity-coupled normal metal is extended, which may need

to be confirmed by further experimental attempts.

4.2. Loop geometry

In order to examine the phase coherence of the processes which give rise to the observed

results discussed in the previous section, we fabricated a sample forming a loop structure,

as shown in Figure 4.13 (a). Two SNS junctions, denoted as the upper and lower junction

in this section, are placed in parallel and share the superconducting wire on each side. Such

a hybrid device consisting of a normal metal and a superconductor is known as a SQUID in

which the phase of the superconductor can be modulated by applying an external magnetic

field through the loop.

Figure 4.13 (b) presents the local differential resistance R15,96 as a function of dc bias

current Idc at various temperatures. A finite amount of supercurrent flows across the SNS

junction including the loop as we increase the dc current until the amplitude of the current

reaches the critical current of the junction, which is Ic ∼ 3.8 µA at the lowest temperature

T = 30 mK. For this sample, the length of the normal metal is L = 550 nm and the diffusion

coefficient of Au is D = 170 cm2/s, which results in the Thouless energy ET = 37 µeV.
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Figure 4.13. (a)False color scanning electron microscope (SEM) image of the
sample consisting of Au (yellow) and Al (purple). The size bar is 1 µm. (b) The
local differential resistance R15,96 and (c) the nonlocal differential resistance
R21,35 as a function of dc bias current Idc at various temperatures. Inset of
(c): The same plot zoomed-in near zero bias.
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With the normal resistance RN = 6.6 Ω, Ic0eRN/ET is 0.62 which is much smaller than the

value expected for the long SNS junction limit (ET � ∆) [42]. As discussed in the previous

section, it is attributed to the normal metal wires attached to the proximity-coupled normal

metal between two superconductors.

Figure 4.13 (c) shows the nonlocal differential resistance R21,35 as a function of dc bias

current Idc at the same temperatures as in (b), which exhibits qualitatively the same depen-

dence on Idc as discussed earlier: i) The central dip appears at zero bias. ii) dV
dI

increases as

a function of Idc, reaching a peak followed by a sharp negative resistance dip. iii) At various

temperatures, the traces sit on top of one another in the range of a large Idc except for the

critical current being dependent on the temperature, whereas the zero bias resistance reveals

a significant dependence on the temperature. These results confirm that the sample in a

loop geometry behaves in qualitatively the same manner as the samples in a linear geometry

in the absence of an external magnetic field.

A similar qualitative analysis can be made on the origin of the nonlocal differential

resistance based on the separation of injected quasiparticle current. However, the model

becomes slightly more complicated due to the complexity of the geometry of the sample as

well as the existence of the screening current which arises in response to an applied magnetic

field. To be more specific, Figure 4.14 schematically depicts the currents in a loop sample. In

the measurement configuration for the nonlocal differential resistance on the upper normal

metal wire of the SNS junction, a quasiparticle current Iqp is injected from N1 to S1 through

the node “A” while measuring the voltage between N2 and S2. Due to the Josephson coupling

between the two superconductors S1 and S2, Iqp is separated into Iqp1 and Iqp2 satisfying

Iqp = Iqp1 + Iqp2. Unlike the linear sample considered before, however, although S2 is again

electrically floating, the total current flowing through the node “B” into S2 is not required
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Figure 4.14. Current separation model in a loop sample. A screening current
Icirc circulating around the loop arises due to an external magnetic flux Φ. The
measurement configuration is for the nonlocal differential resistance to observe
the nonlocal correlations in the proximity-coupled normal metal between the
nodes “A” and “B”.

to be zero. This is due to the existence of the other SNS junction where a finite amount of

supercurrent can flow through the node “D” from S2 to S1. In the absence of an external

magnetic flux, Φ = 0, if the upper and lower junctions are assumed to be identical, the same

amount of supercurrent I ′s = Is/2 flows through the upper and lower normal metal wire.

Here, Is is the total supercurrent flowing from S2 to S1 by generating a phase difference

∆φ between them as a response to the separation of the quasiparticle current Iqp. In the

presence of a small external magnetic flux, Φ 6= 0, a screening current Icirc begins to circulate

through the loop as shown in Figure 4.14. Therefore, the total supercurrents in the upper
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normal metal wire and the lower normal metal wire are I ′s + Icirc and I ′s − Icirc, respectively.

It should be noted that the gradient of the phase φ in the superconducting reservoirs is

considered to be negligible even in the presence of the screening current Icirc, assuming that

the critical current of the superconducting reservoir itself IAlc is much larger than Icirc. The

separation of injected quasiparticle current continues until the total supercurrent through

either upper or lower normal metal wire reaches the critical current of its respective junction.

The relation between the fraction of the injected quasiparticle current Iqp2 flowing into S2

and the resulting supercurrent can be found by requiring the total current injected from N1,

Iqp1 + Iqp2, to be equal to the total current drained into S1 through the nodes “A” and “C”,

Iqp1 + 2I ′s = Iqp1 + Is, which results in Iqp2 = Is. This condition is equivalent to the one

obtained by requiring the total current into S2 through the nodes “B” and “D” to be zero.

As the external flux is increased, the amplitude of the circulating screening current Icirc

is increased until the flux reaches Φ0/2, half of the magnetic flux quantum Φ0 = h/2e. When

the flux exceeds the half a flux quantum, the system energetically prefers encompassing one

flux quantum by switching the direction of the screening current. The amplitude of the

screening current now is decreased as the external field is increased and becomes zero when

the flux is exactly Φ0. Then the screening current again reverses direction as the external field

is further increased. Therefore, the direction of the screening current periodically changes

at every multiple of the half a flux quantum, Φ = nΦ0

2
(n = 0,±1,±2, · · · ). Such a periodic

modulation of the screening current by an external magnetic flux can be observed in the

measurement of the local differential resistance R28,37 where the current is sent from one of

the normal metal leads connected to the upper normal metal wire and drained through one

of the normal metal leads connected to the lower normal metal wire. These data are shown
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in Figure 4.15. Since the area of the loop is Aloop ∼ 1.04 µm2 for the current sample, the

external magnetic field corresponding to the flux quantum is B = Φ0/Aloop ∼ 1.97 mT.

Figure 4.15. The local differential resistance R28,37 as a function of the external
magnetic field B.

Before turning back to the configuration for the nonlocal differential resistance, let us

discuss the critical current ISNSc across the SNS junction including the loop in the presence

of an external magnetic flux Φ. This critical current is the maximum amplitude of the

supercurrent that arises in response to the injection of quasiparticle current in nonlocal

configurations. In order to do that, one needs to adopt the gauge-invariant phase difference

following the discussion found in Ref. [73], which is defined as

(4.1) γ = ∆φ− 2π

Φ0

∫
A · ds

where ∆φ is the intrinsic phase difference and A is the vector potential of the magnetic field

B = ∇ ×A which is integrated along ds. Therefore, the gauge-invariant phase differences

along the upper and the lower normal metal wires are given by γAB = φAB − 2π
Φ0

∫ B

A
A · ds,

γBD = 2π
Φ0

∫ D

B
A ·ds, γDC = φDC− 2π

Φ0

∫ C

D
A ·ds, and γCA = 2π

Φ0

∫ A

C
A ·ds. With φAB = −φDC, we

obtain
∮
∇γ ·ds = γAB+γBD+γDC+γCA = 2π

Φ0

∮
A·ds = 2πΦ

Φ0
. It should be noted that there is
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a finite change in the gauge-invariant phase difference along the superconductors due to the

external magnetic field. Since the supercurrent across the SNS junction including the loop

is the sum of the supercurrents along the upper and lower junctions, the flux dependence of

the critical current ISNSc of the SNS junction including the loop can be found by numerically

solving ISNSc (Φ) = max|Is(γAB) + Is(γCD)|. For the simplest case of the critical currents

along both upper and lower junctions being identical to Ic0, the critical current of the SNS

junction is reduced to ISNSc (Φ) = 2Ic0

∣∣∣cos
(
π Φ

Φ0

)∣∣∣, which becomes zero when Φ corresponds

to odd multiples of the half flux quantum.

(a) (b) 

(c) 

‘ 

Figure 4.16. (a) The nonlocal differential resistance R21,35 as a function of Idc

at various external magnetic fluxes Φ measured at 30 mK. (b) Nonlocal critical
current I ′c as a function of external flux. (black: magnitude of positive I ′c, red:
magnitude of negative I ′c, blue: average of magnitudes of positive and negative
I ′c. (c) Difference of magnitudes of positive and negative I ′c.

Figure 4.16 (a) shows the nonlocal differential resistance R21,35 as a function of Idc at

various external magnetic fluxes Φ. It can be observed that an asymmetry is introduced in

the differential resistance at finite biases and the size of dips as an external magnetic flux is
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applied, which becomes more prominent as the amplitude of the flux increases. It should also

noted that the nonlocal critical current I ′c where a negative resistance dip appears is highly

dependent on the external field. Figure 4.16 (b) presents the magnitude of the positive and

negative nonlocal critical currents. While the average of the two shows the trace expected

for the critical current ISNSc (Φ) across the SNS junction, there is a small difference between

the magnitude of the positive and negative nonlocal critical current which is attributed to

the screening current Icirc, as shown in (c).
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Figure 4.17. The nonlocal differential resistance R21,35 as a function of external
magnetic field, with different amplitudes (black: 0 nA, green: 200 nA, and
orange: -200 nA) of dc current added.

The asymmetry of the nonlocal differential resistance in the bias dependence can be

further examined by continuously sweeping the magnetic field with a finite amount of dc

current Idc added. Figure 4.17 presents three traces of nonlocal differential resistance R21,35

as a function of external magnetic field, with different amplitudes of added Idc. The black

trace was obtained with no added dc current. Overall, the nonlocal differential resistance

is periodically modulated by the field, which suggests that the leakage of pair correlations
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from both superconductors due to the proximity effect contributes to the zero-bias dip in the

nonlocal differential resistance where the phase difference between them is adjusted by the

external field. A gradual increase of the resistance at a finite external field can be explained

as the result of the generated phase difference between the two superconductors by the field

which would give rise to a destructive interference, leading to the suppression of the proximity

effect. In addition, while the overall periodic dependence is due to the periodic switching

of the direction of screening current Icirc as explained before, a series of small dips which

appear as the external flux reaches Φ = (n + 1
2
)Φ0 (n = 0,±1,±2, · · · ) is associated with

the diminishing of the critical current ISNSc (Φ) of the SNS junction at odd multiples of half

a flux quantum. It should be noted that such a series of dips is absent in the measurement

configuration shown in Figure 4.15. This is due to the fact that the relevant critical current

that may play a role in that configuration is the critical current IAlc of the superconducting

wires connecting upper and lower normal metals, not the critical current of the SNS junction

including the loop ISNSc , with a much larger magnitude than ISNSc , i.e., IAlc � ISNSc that

does not vanish at odd multiples of magnetic flux quantum.

On the other hand, with a finite amount of Idc added in the measurement configuration,

the field dependence of the same differential resistance is drastically modified. A finite Idc

added in the nonlocal configuration gives rise to a finite supercurrent Is which leads to a finite

phase difference ∆φ0 between the two superconductors. As shown in the schematic diagram

presented in Figure 4.14, the generated phased difference ∆φ0 gives rise to a supercurrent

either in a parallel or antiparallel direction to the screening current arising as a response

to the external flux, which leads to an effective shift of the trace in the field dependence.

Therefore, adding Idc = 200 nA and -200 nA result in two traces antisymmetric with each

other due to the opposite sign of φ0 depending on the direction of the added dc current.
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Figure 4.18. The nonlocal differential resistance R21,35 as a function of external
magnetic field, with different amplitudes (black: 0 nA, red: 100 nA, green: 150
nA, and blue: 200 nA) of dc current added. Inset: Derivative of the traces
with respect to magnetic field.

Figure 4.18 shows the results with various amplitudes of Idc added along the same di-

rection. It can be observed that as the amplitude of Idc increases the nonlocal differential

resistance increases at zero field and the shift of the trace becomes more significant, which

is due to the increase of the generated phase difference ∆φ0 in accordance with the increase

of the amplitude of Idc. This leads to a more pronounced asymmetry with a larger mag-

nitude of the oscillation of the resistance. It can be inferred that it is due to the shift of

the traces by Idc, which results in the recovering of the part of oscillation that was buried

near Φ = (n + 1
2
)Φ0 (n = 0,±1,±2, · · · ) due to the diminishing of the critical current ISNSc

of the SNS junction including the loop. In order to confirm this conjecture, we compare

the local differential resistance R28,37 and the nonlocal differential resistance R21,35 in Figure
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4.19. With a proper scaling factor applied to the trace of the local differential resistance, the

traces of R28,37 and R21,35 as a function of the external magnetic field are aligned with each

other except a small range of the field near odd multiples of the half flux quantum as shown

in (a). This suggests that the origin of the oscillation of resistance is the same for the local

and nonlocal configuration of the measurement. For the traces with increased amplitude of

Idc shown in (b)-(d), the traces of R28,37 and R21,35 can be aligned with each other as well.

For doing this, a finite shift B0 in the field B0 = -0.22, -0.31, and -0.46 mT should be applied

for Idc = 100, 150, and 200 nA, respectively. Knowing that B ∼ 1.97 mT corresponds to

∆φ = π, this can be interpreted as finite phase differences ∆φ0/π = 0.11, 0.16, and 0.23

established by the injection of respective Idc. It should be noted that while the traces are

shifted the abrupt change due to the switching of the screening current Icirc always occurs

at odd multiples of the half flux quantum regardless of the amplitude of Idc, which can be

seen in the inset of Figure 4.18.

We also measured R21,35 as a function of an external magnetic field at various tempera-

tures. Figure 4.20 presents the results at T = 30, 100, 200, 300, and 400 mK with added dc

current (a) Idc = 0 and (b) Idc = 500 nA. The traces indicate that the as the temperature

is lowered, the magnitude of oscillations in the field dependence as well as the reduction of

the nonlocal differential resistance at zero field are increased by enhanced leakage of pair

correlations from the superconductors. Again, the drastic difference caused by the addition

of Idc is due to the shift of the traces by the finite phase difference ∆φ0 between the two

superconductors, which is generated by the counter-flowing supercurrent arising in response

to the injected quasiparticle current.

So far, we discussed the experimental results obtained from samples in SQUID struc-

ture. Qualitatively, the nonlocal differential resistance exhibited consistent results with the
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Figure 4.19. Comparison of traces of the local differential resistance R28,37 and
the nonlocal differential resistance R21,35 as a function an external magnetic
field. With a proper scaling factor applied to the trace of the local differential
resistance, two traces can be aligned to each other with a finite shift B0 in the
field B0 = 0, -0.22, -0.31, and -0.46 mT for Idc = (a) 0, (b) 100, (c) 150, and
(d) 200 nA, respectively.

samples with linear structure including a peculiar dip near zero bias in the dc bias current

dependence. As the phase difference between the two superconductors is modulated by an

external magnetic field, the zero-bias dip exhibited a periodic oscillation. This supports that

the central dip is associated with the leakage of pair correlations from both superconductors

connected to the proximity-coupled normal metal in a coherent manner, hence it is reduced

as external parameters as temperature or magnetic field that destroy the coherence of the

process are applied. In addition, the dependence on the external magnetic field turned out

to be significantly affected by both the direction and the amplitude of the injected dc current

Idc. Therefore, the experimental results suggest that in order to understand the underlying
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Figure 4.20. The nonlocal differential resistance R21,35 as a function of an
external magnetic field at various temperatures, with (a) Idc = 0 and (b)
Idc = 500 nA.

physics that determines the nonlocal differential resistance, the interplay between the quasi-

particle current and the supercurrent including the screening current through the SQUID

should be properly taken into account.



135

CHAPTER 5

Experimental results: Spin-polarized transport through double

ferromagnet/superconductor junction

Recently, several experiments [55, 58, 59] investigating spin transport in a supercon-

ductor have been performed in the presence of large Zeeman splitting. The key in those

experiments is the creation of spin imbalance in a superconductor due to the generation

of a difference in the density of states (DOS) for spin up and spin down quasiparticles by

applying a magnetic field to the superconductor. Before introducting these experiments,

it should be emphasized that the experimental regime realized there is different from that

of our theoretical work presented in Chapter 2 where the nonlocal resistance arises due to

the subgap transport, not due to the quasiparticles with energies above the gap. In this

chapter, I will first explain the spin transport mediated by the spin-polarized quasiparticles

observed in Refs. [55, 58, 59], followed by an analysis of our experimental results in similar

structures, which reveals an interesting feature in a low bias current regime in addition to

the results reported in the references.

5.1. Spin imbalance

Hübler et al. [55] reported long-range spin-polarized transport in a mesoscopic supercon-

ductor observed in the sample shown in Figure 5.1. Ferromagnet (F: Fe) leads form tunnel

contacts (I) with the superconductor (S: Al), leading to a FISIF structure, which makes it
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possible to focus on the transport of quasiparticles with energies above the gap of the super-

conductor. In the experiment, as an injection voltage Vinj is applied, the nonlocal differential

conductance is measured by probing the nonlocal current Idet with leads spatially separated

from the leads used for the injection.

Figure 5.1. Normalized nonlocal differential conductance gnl/GinjGdet as a
function of injector voltage Vinj for different applied magnetic fields B for
(a) FISIF sample and (b) NISIN sample. (c) The data from panel (a) plotted
on a color scale. (d) The calculated differential spin current. Figure is taken
from Ref. [55].
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Figure 5.1 (a) and (b) exhibit the main results of the experiment. In the FISIF sample,

a distinct antisymmetric dependence of nonlocal differential conductance on the injection

voltage Vinj, in addition to a symmetric background, is observed in the presence of a finite

magnetic field. It should be noted that there is a gap near zero bias which occurs due to the

suppression of the conductance through the tunnel contact and the size of the gap is reduced

as the amplitude of the magnetic field increases. On the contrary, when the ferromagnet leads

are replaced by normal metal (Cu) leads, the antisymmetric dependence disappears, only

leaving the symmetric background. Hübler et al. attributed the antisymmetric dependence

of the differential conductance to the transport of spin imbalance carried by spin-polarized

quasiparticles which was only detected in FISIF sample. They explained the antisymmetric

feature by noting that the amount of spin imbalance should be independent of the polarity

of the injection voltage. On the other hand, they attributed the symmetric background to

charge imbalance that was commonly detected in both FISIF (Figure 5.1 (a)) and NISIN

(Figure 5.1 (b)) samples. They further investigated the bias dependence of the nonlocal

differential conductance in NISIF and FISIN samples [58] and demonstrated that in order

to observe the antisymmetric feature, the ferromagnet lead is required only for the detection

part. These experimental results confirm that the spin imbalance is mainly generated due

to the Zeeman splitting of the density of states for up and down spin quasiparticles in the

superconductor, not due to the spin-polarized injection from the ferromagnet lead. They

also investigated the dependence of the transport of spin imbalance on the distance between

the injector and detector. The results revealed that the antisymmetric dependence persisted

up to the distances of several µm, which exceeds other length scales such as the coherence

length and the normal state spin-diffusion length. They argued that such a long relaxation
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length may be associated with the recombination length of the quasiparticles rather than a

spin-diffusion length.

Figure 5.2. (a) Normalized nonlocal differential conductance ĝnl with N as
injector and F as detector (NISIF) for several magnetic fields. (b) ĝnl for the
same contacts and magnetic fields, but with F as injector and N as detector
(FISIN). Figure is adopted from Ref. [58].

A similar experiment has been performed in another group and reported by Quay et

al. [59] who measured a mesoscopic sample shown in Figure 5.3, where two ferromagnet

(Co/Pd) leads form tunnel contacts with a superconductor (Al). They measured the non-

local differential resistance instead of conductance by injecting a bias current and probing

the nonlocal voltage with respect to the superconductor. The result is similar to what was
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Figure 5.3. Top left: Scanning electron microscope (SEM) image of the sample
and the measurement scheme. Inset: Schematic diagram for spatial depen-
dence of charge potential µC and spin potential µS. Top right: A schematic
representation of the theoretical model showing densities of states and distri-
bution functions in F1 and S, and expected dependence of spin imbalance on
the bias voltage. Bottom: Nonlocal differential resistance as a function of local
voltage at different magnetic fields from -1418G (red) to 0G (blue). Inset :
Peak height as a function of magnetic field. Figure is taken from Ref. [59].

observed in the work of Hübler: With a finite magnetic field applied, antisymmetric dif-

ferential resistance on the bias voltage is observed in addition to a symmetric background.

The magnitude of the antisymmetric feature is proportional to the amplitude of the applied

magnetic field within a certain range. They further investigated the dependence of the non-

local differential resistance on the relative magnetization configuration of two ferromagnet
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leads. Figure 5.4 (a) shows the results for two different configurations, parallel and antipar-

allel, from which the spin imbalance (antisymmetric) and charge imbalance (symmetric)

components are extracted.

Figure 5.4. (a) Nonlocal differential resistance as a function of local voltage
at 496 G with the detector electrode aligned (blue line) then anti-aligned (red
line) with the injector electrode and the magnetic field. The spin imbalance
signal changes sign while the charge imbalance signal remains the same. (b)
The sum and difference between the two traces divided by two. Note that the
sum trace is almost identical to a trace taken at zero applied field. (c) The
antisymmetric and (d) symmetric part of the trace (a). Figure is taken from
Ref. [59].

Despite some quantitative differences in the results, overall, the results from both research

groups support the conclusion that spin imbalance can be generated in a superconductor by

the Zeeman splitting in the density of states of up and down spin quasiparticles due to
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applied magnetic field. Such a spin imbalance can transport over distance of several µm

in the superconductor and is detected by a ferromagnet lead spatially separated from the

injector.

5.2. Transport through double FS junctions

While a tunnel barrier between a ferromagnet and a superconductor was realized in the

references introduced in the previous section in order to suppress the subgap transport, we

intended to form a transparent interface between them. For that reason, I used the shadow

mask two-angle deposition technique, explained earlier in Chapter 3, to deposit 30 nm of Ni

at 40 degrees followed by 80 nm of Al at 90 degrees without breaking the vacuum. The widths

of two ferromagnets are designed to be different to achieve different respective coercive fields

so that it is possible to realize parallel and antiparallel configurations of magnetization.

Before discussing the experimental results, let us take a look at the geometry of the

sample. As shown in Figure 5.5 (a), two parallel ferromagnets (Ni: purple) aligned along the

Y-axis form four interfaces with two parallel superconductors (Al: green) aligned along the

X-axis. The reason why the sample involves two sets of ferromagnets and superconductors

lies in the initial purpose of the experiment. As introduced earlier in this thesis, a proximity-

coupled normal metal wire with length L between two superconductors is able to carry a

finite supercurrent if the Thouless energy ET = ~D/L2 becomes lower than the thermal

energy kBT . This is translated into the length scale of LT =
√

~D/kBT which can be up

to an order of a micron at low enough temperatures. However, this is not the case when

the normal metal wire is replaced by a ferromagnet wire. Due to a large exchange field

in the ferromagnet, up and down electrons forming a Cooper pair experience a splitting of

the energy leading to a much shorter length scale on which the pair amplitude decays [75].
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Figure 5.5. (a) False color scanning electron microscope (SEM) image of the
“short” sample. The green wires are superconductors (Al), the purple wires are
ferromagnets (Ni), and the yellow wires are normal metal (Au) leads. (b) Dif-
ferential resistance R13,24 of the sample as a function of applied magnetic field
measured at 4.4 K. The measurement configuration if shown in the top figure.
The result exhibits anisotropic magnetoresistance (AMR) with a double-step
feature. Green dashed lines are added as a visual guide.

Experimental works [76, 77] realized by fabricating a SFS junction in a stack structure

revealed a very short decay length of supercurrent, an order of a few nm, in addition to an

oscillatory dependence of the critical current Ic on the thickness of ferromagnet, called π-

junction. Such distinct differences observed in SFS junctions compared to SNS junctions lead
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us to a question: If such a short decay length is associated with the energy splitting between

the electrons forming a Cooper pair, might it be reconciled if the electrons forming the pair

are split before entering the ferromagnet that exerts a finite exchange field and combined

later? In order to answer this question, I fabricated a sample in the geometry shown in

Figure 5.5 where two ferromagnets separated by 150 nm form a parallel circuit of two SFS

junctions (named as “short” sample), as well as another sample in the same geometry but

with a much longer separation of 750 nm between two ferromagnets as a control sample

(“long” sample).

First we measured anisotropic magnetoresistance (AMR) at 4.4 K to investigate the

response of the ferromagnets upon the application of external magnetic field. As shown

in Figure 5.5 (b), the differential resistance R13,24 exhibits clear double-step features as a

function of the applied magnetic field, which confirms that the respective coercive fields of

two magnets are different. This shows that it is possible to realize parallel and antiparallel

configurations of magnetization. However, due to the natural hysteresis of the ferromagnet,

care should be taken to keep track of the field sweep history to determine the magnetization

configuration properly. We then cooled the samples further down to 30 mK and measured

the differential resistance of both “short” and “long” samples as a function of bias current in

several different measurement configurations. However, no finite supercurrent was observed

in any configuration in both samples. Nonetheless, some interesting features have been

observed in the experiment, which I believe are worth mentioning in this section.

Among various measurement configurations possible in the sample, we will discuss the

differential resistance R34,12 of the “short” sample measured by sending a current along a

superconductor SC2 from lead “3” to “4” and probing the voltage difference between lead “1”

and “2” across the other superconductor SC1. One might expect to observe zero resistance
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Figure 5.6. (a) Differential resistance R34,12 of “short” sample as a function of
bias current at zero field. The magnetization configuration of two ferromagnets
are aligned along one direction denoted as ↑↑. (b) Antisymmetric part (solid
line in main figure) and symmetric (dashed line in inset) of the data shown in
(a).

simply assuming that all the current flows through SC2. However, the experimental results

show a significant bias dependence implying that there may be more complicated processes

going on. For example, Figure 5.6 shows R34,12 as a function of bias current at zero applied

magnetic field. Before making measurements, the magnetic field was ramped up to 100 mT

to align the magnetization of two ferromagnets in the same direction which we denote as

↑↑. There are a few features worth describing: First of all, R34,12 is highly antisymmetric in

bias current Idc, which can be confirmed by numerically extracting the antisymmetric and

symmetric parts. As shown in (b), the antisymmetric part is almost an order of magnitude

larger than the symmetric part. Second, there is a set of pronounced peaks and dips at

Idc ∼ ±0.5 µA in both the antisymmetric and symmetric parts. Third, there is a clear bias

dependence in a smaller range of the bias. Before moving on to the examination of the
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dependence of theses features on the external magnetic field, we first discuss the results of

the measurements with different configurations of magnetization of two ferromagnets.

magnetization R34,12 antisymmetric symmetric 

Figure 5.7. Differential resistance R34,12 of the “short” sample as a function of
bias current with three different configurations of magnetization, ↑↑ (black),
↑↓ (red), and ↓↓ (blue). The antisymmetric and symmetric parts are presented
along with the raw data.

Figure 5.7 shows R34,12 as a function of bias current with three different configurations

of magnetization all at zero external magnetic field. The black trace is for the parallel

configuration ↑↑ aligned by external magnetic field 100 mT, and the blue trace is for the

parallel configuration ↓↓ aligned in the opposite direction by -100 mT. Finally, the red trace

is for the antiparallel configuration ↑↓ which is achieved by ramping down the magnetic field

from 100 mT to -27 mT where only the wider ferromagnet (FM2) changes the direction of the

magnetization from ↑ to ↓. The trace for the other antiparallel configuration ↓↑ is omitted as



146

it reveals the same dependence on the bias current as ↑↓. From the data, it should be noted

that not only the magnitude of the large peaks and dips at Idc ∼ ±0.5 µA but also the feature

in a smaller range of the bias are dependent on the configuration of magnetization. Moreover,

the dependence on the configuration of magnetization is found only in antisymmetric parts,

while no significant difference is observed in the traces of symmetric parts.

Figure 5.8 shows R34,12 as a function of bias current at different values of the applied

magnetic field where the configuration of magnetization of the two ferromagnets is specified

for each value of the field. Again we extract the antisymmetric and symmetric parts, which

exhibit distinctly different dependences upon the application of the magnetic field. The

symmetric part maintains the shape of the trace except the positions of small peaks and dips

move inward as the amplitude of the applied field increases. However, the antisymmetric

parts exhibit rather complicated behavior: First, the set of large peak and dip appearing

at Idc ∼ 0.5 µA at zero field not only moves inward as the amplitude of the applied field

increases but also clearly changes its magnitude. Second, another set of peak and dip in

a smaller range of the bias is significantly dependent on the applied field as well and even

changes the polarity of the peak and dip depending on the direction of the applied field.

In order to further investigate the field dependence of R34,12 in the small bias current

range, we measured the differential resistance at a finite bias Idc = −0.15 µA as a function of

the applied field continuously swept between ±90 mT, as shown in Figure 5.9. The value of

bias Idc is selected to measure the minimum value of the differential resistance in the small

bias regime, which appears at Idc ∼ −0.15 µA, nearly independently of the amplitude of

applied field in the range of ±30 mT. The blue solid line is the trace starting from −90 mT

to saturate the magnetization of two ferromagnets into ↓↓. As the field is swept from negative

to positive direction, the differential resistance corresponding to the minimum in the small
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Figure 5.8. Differential resistance R34,12 as a function of bias current at dif-
ferent values of the applied external magnetic field. The antisymmetric and
symmetric are presented along with the raw data.
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Figure 5.9. The differential resistance of “short” sample at Idc = −0.15 µA.
Magnetic field is continuously swept from −90 mT to 90 mT (blue solid line),
from 90 mT to −90 mT (black solid line), and from −27 mT to 27 mT (red
solid line).

bias regime increases, almost proportionally to the amplitude of applied field. An abrupt

increase at ∼27 mT should be noticed which occurs due to the change of the magnetization of

the wider ferromagnet (FM2). Once the field reaches all the way to 90 mT, the magnetization

of the two ferromangets is now aligned as ↑↑. The black solid line is the trace swept from

90 mT, which exhibits a clear distinction from the blue trace. Evidently, this is attributed

to the different magnetization configurations, which is consistent with the results presented

in Figure 5.7. For confirmation, another trace has been obtained by sweeping the field

between ±27 mT to maintain the magnetization configuration as ↑↓, which falls in between

the trace for ↓↓ and ↑↑ shown by the blue solid line. Therefore, the result shown in Figure
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5.9 demonstrates that the feature in the small range of the bias is dependent both on the

applied magnetic field and the configuration of magnetization of the ferromagnets.

1μm 
X 

Y 

1 

3 

2 

4 

SC1 

SC2 

FM1 FM2 

Figure 5.10. Scanning electron microscope (SEM) image of the “long” sample.

Now we move on to the result obtained from the “long” sample shown in Figure 5.10.

Figure 5.11 shows the differential resistance R34,12 of the “long” sample as a function of bias

current at zero magnetic field with three different configurations of magnetization, ↑↑, ↑↓,

and ↓↓. Unlike that of the “short” sample, the differential resistance is highly symmetric in

bias current Idc, which can be confirmed by the antisymmetric and symmetric parts shown

separately. While a set of large peak and dip appears at Idc ∼ 1.6 µA, another set of peak

and dip in a smaller range of the bias is almost fully suppressed. In addition, there is no

clear distinction between the traces for three different configurations of magnetization, in

contrast to the case of the “short” sample.

Figure 5.12 presents R34,12 as a function of bias current at different values of the applied

magnetic field. Similar to the results obtained from the “short” sample, a set of large peak

and dip change the positions and the magnitudes as a response to the application of the

magnetic field. In addition, a set of peak and dip develops in a smaller range of the bias
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magnetization R34,12 antisymmetric symmetric 

Figure 5.11. Differential resistance R34,12 of “long” sample as a function of
bias current with three different configurations of magnetization, ↑↑ (black),
↑↓ (red), and ↓↓ (blue). The antisymmetric and symmetric are presented along
with the raw data.

although the magnitude is not comparable to that observed in the “short” sample, as shown

in Figure 5.8.

Up to this point, we presented the experimental results on two samples including double

FS junctions. While there are some noticeable differences in the data obtained from the

two samples, the “short” sample and “long” sample, with different separations between

two ferromagnets, a few interesting features are observed in common. i) The differential

resistance of a specific measurement configuration, sending a current along a superconductor

(SC2) and probing the voltage difference across the other superconductor (SC1), exhibits an
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R34,12 antisymmetric symmetric 
field/ 

magnetization 

90 mT 

27 mT 

0 mT 

-27 mT 

-90 mT 

Figure 5.12. Differential resistance R34,12 of “long” sample as a function of
bias current at different values of the applied external magnetic field. The
antisymmetric and symmetric are presented along with the raw data.
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unexpected non-trivial dependence on the bias current. ii) The antisymmetric parts of the

data show a set of a large peak and dip at a finite bias whose magnitude is highly dependent

on the amplitude and the direction of the applied magnetic field. iii) In a smaller range

of the bias in the antisymmetric parts, there is another set of a small peak and dip whose

magnitude is modulated by the applied magnetic field as well. In case of the “short” sample,

in particular, a clear dependence on the configuration of magnetization of this feature is

observed.

Based on the discussion made ealier in this chaper on the experiments reported in the

references [55, 58, 59], we may be able to associate the feature described in ii) with spin

imbalance due to the Zeeman splitting in the DOS of quasiparticles in the superconductor

by the applied magnetic field. However, unlike the results reported in the references, a set

of a peak and a dip with a finite magnitude is present even at zero field in our result, which

suggests that there might be a residual magnetic field generating spin imbalance even in

the absence of the applied magnetic field. More interestingly, it should be noted that the

feature explained in iii) was not observed in the references, which may be attributed to the

fact that the ferromagnet and the superconductor formed a tunneling contact in the samples

used in the references, not a transparent junction as in our samples. Since the mechanism

that gives rise to the observed result in a small bias current is not understood yet, further

study is required to examine if it is related to the phenomena occurring at FS interfaces,

such as Andreev bound states (ABS) [78]. As it is difficult to further analyze what brings

these interesting features in the differential resistance due to the complicated geometry of the

sample, I believe that it might be worth fabricating samples with a simpler geometry with

a single superconductor in future for further investigation in order to elucidate the origin of

the observed features.
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CHAPTER 6

Conclusion and Future directions

Several earlier studies [1, 2, 3] experimentally demonstrated that two nonlocal processes,

crossed Andreev reflection (CAR) and elastic cotunneling (EC), attributed to nonlocal corre-

lations mediated by a superconductor that manifest themselves as a finite nonlocal differential

resistance near zero bias. Inspired by these previous works, we have experimentally inves-

tigated the nonlocal correlations in a proximity-coupled normal metal. Embedded between

two Josephson-coupled superconductors, the proximity-coupled normal metal exhibits a fi-

nite nonlocal differential resistance whose bias dependence presents an overall resemblance

to that observed in conventional NSN structures, except for a dip appearing in a small range

of the bias near zero. However, a qualitative analysis revealed that the origin of the nonlo-

cal differential resistance is rather different from what gives rise to the nonlocal differential

resistance in NSN structures. The splitting of injected current into two paths due to the

Josephson-coupling between two superconductors mainly contributes to the nonlocal differ-

ential resistance observed in the proximity-coupled normal metal even though the origin of

the zero-bias dip is still not clarified in the simple analysis.

The zero-bias dip was of particular interest in our experiments as the nonlocal differ-

ential resistance in this range of bias showed a distinct dependence on the distance from

the lead used for the injection of the current and the temperature. This led us to perform

a quantitative analysis based on the quasiclassical theory of superconductivity in order to

elucidate the origin of the zero-bias dip. Numerical calculations we performed have shown
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that the resistance of the proximity-coupled normal metal was expected to exhibit the reen-

trance behavior where a minimum of the resistance appears at a finite temperature Tmin

determined by two competing phenomena due to the proximity effect, the leakage of pair

correlations and the opening of the gap in the density of states (DOS). While the numerical

calculations showed that the zero-bias dip was associated with the decrease of the resistance

due to the pair correlations in the proximity-coupled normal metal, the reentrance effect

has not been observed in the experiments. In fact, further investigations suggested that the

Tmin may have been lowered below the temperatures accessible in the experiment due to i)

non-ideal interface quality and ii) reduced proximity-effect as the effective distance between

the proximity coupled normal metal and the superconducting reservoir is extended.

We further investigated the nonlocal correlations mediated by the proximity-coupled

normal metal with a sample in a superconducting quantum interference device (SQUID)

structure. In addition to a qualitative agreement with the experimental results obtained by

the linear structure, the SQUID structure exhibited periodic oscillations as the phase between

the two superconductor was modulated by an external magnetic field. This supports our

argument that the zero-bias dip is associated with the leakage of pair correlations from both

superconductors, more importantly, in a coherent manner. In addition, the design of the

sample with multiple normal metal leads connected to the proximity-coupled normal metal

provided us a capability of systematically studying the interplay between the quasiparticle

current and the supercurrent in SNS junction, including the screening supercurrent generated

in the presence of an external magnetic field. As a finite quasiparticle current Idc is added, a

finite phase difference is generated by the counter-flowing supercurrent occuring as a response

to the injection of the current. This shifts the trace of the magnetic field dependence of the
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nonlocal differential resistance while an abrupt change of the resistance always occurs at odd

multiples of the half flux quantum due to the switching of the screening supercurrent.

While the experimental results along with the analysis based on the numerical calcu-

lation helped us understand the physics behind the nonlocal correlations mediated by the

proximity-coupled normal metal, there is still room for further exploration. For example,

the superconducting wires in the samples can be replaced by a superconducting reservoir to

observe if the strength of the proximity effect indeed affects the dependence of the nonlocal

differential resistance on both bias and temperature. In that way, we might be able to finally

confirm whether processes analogous to CAR and EC mediated by the proximity-coupled

normal metal exist or not.

Additionally, the experiment on the transport through a heterostructure including double

superconductor-ferromagnet (FS) interfaces exhibited interesting features. In addition to a

set of a large peak and dip at finite bias current similar to the signature of spin imbalance due

to the Zeeman splitting in the density of states (DOS) of the quasiparticles in a supercon-

ductor observed in recent experiments [55, 58, 59], an interesting feature was revealed in a

small range of dc bias current, which might be related to spin-dependent phenomena such as

Andreev bound state (ABS) recently observed in FS interfaces [78]. Due to the complexity

of the geometry of the device in our experiment, further investigation in a simpler geometry

is required in order to obtain the insight into the origin of the observed features.
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[57] F. Hübler, M. J. Wolf, D. Beckmann, and H. v. Löhneysen, Phys. Rev. Lett. 109,
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APPENDIX A

Recipe for numerical simulation

I would like to briefly describe the relaxation method that we used in the numerical

simulation presented in Chapter 2. Since the majority of basics on formulating the relaxation

method is borrowed from the reference written by Teukolsky et al. [79], I recommend the

reference for the detailed explanation. The original codes for performing the numerical

calculation sketched here were written in IDL (Interactive Data Language) by Prof. Venkat

Chandrasekhar to produce the results presented in Ref. [19], and the modified codes were

written in Python by the author to produce the results presented in this thesis.

The problem that we treat here is categorized as two point boundary value problem (TP-

BVP) where boundary conditions are given at two points, usually at the end points. To

be more specific, the problem is to find the solution of N coupled first-order ordinary dif-

ferential equations (ODE), satisfying n1 boundary conditions at the starting point x1, and

n2 = N − n1 boundary conditions at the final point x2. The differential equations are given

as

(A.1)
dyi(x)

dx
= gi(x, y1, y2, · · · , yN) i = 1, 2, · · · , N.

The boundary conditions at x1 and x2 are given as

B1j(x1, y1, y2, · · · , yN) = 0 j = 1, · · · , n1(A.2)

B2k(x2, y1, y2, · · · , yN) = 0 j = 1, · · · , n2(A.3)
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The first step in relaxation method is to replace the ODEs by approximate finite-difference

equations (FDEs) on a set of mesh points that spans the domain of interest. For example,

a first-order ODE

(A.4)
dy

dx
= g(x, y)

can be replaced by

(A.5) yk − yk−1 − (xk − xk−1) g

[
1

2
(xk + xk−1),

1

2
(yk + yk−1)

]
= 0

where k runs from 2 to N . If we consider N coupled first order ODEs on a mesh of M points,

the solution can be represented as a vector yk including the entire set of y1, y2, · · · , yN at xk

as the elements. Since the solution should be found for all M mesh points, represented as

yj,k (j = 1, 2, · · · , N , k = 1, 2, · · · ,M), the total number of unknown is MN . For the point

xk, the above FDE is given by

(A.6) 0 = Ek ≡ yk − yk−1 − (xk − xk−1)gk(xk, xk−1,yk,yk−1). k = 2, 3, · · · ,M

Therefore, the FDEs provide N(M − 1) equations for the MN unknowns and the rest N

equations are given by the boundary conditions E1 ≡ B(x1,y1) at the first point x1 and

EM+1 ≡ C(xM ,yM) at the final point xM .

By expanding the FDEs in first-order Taylor series with respect to a small change ∆yk,

we obtain

(A.7) Ek(yk + ∆Ek,Ek−1 + ∆Ek−1) ' Ek(yk,Ek−1) +
N∑
n=1

∂Ek

∂yn,k−1

∆yn,k−1 +
N∑
n=1

∂Ek

∂yn,k
∆yn,k
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for interior points, k = 2, 3, · · · ,M . For the solution, E(y + ∆y) should be become zero

upon the change of ∆yk, which leads to

(A.8)
N∑
n=1

Sj,n∆yn,k−1 +
2N∑

n=N+1

Sj,n∆yn−N,k = −Ej,k, j = 1, 2, · · · , N

where

(A.9) Sj,n =
∂Ej,k
∂yn,k−1

, Sj,n+N =
∂Ej,k
∂yn,k

, n = 1, 2, · · · , N

The quantity Sj,n is an N × 2N matrix at each point xk. A similar approach can be made

at the boundaries as

(A.10)
N∑
n=1

Sj,n∆yn,1 = −Ej,1 j = 1, · · · , n1

where Sj,n =
∂Ej,1
∂yn,1

with n = 1, 2, · · · , N for the first boundary and

(A.11)
N∑
n=1

Sj,n∆yn,M = −Ej,M+1, j = 1, · · · , n2

where Sj,n =
∂Ej,M+1

∂yn,M
with n = 1, 2, · · · , N for the second boundary. By constructing single

column vectors ∆y consisting of ∆yk and E consisting of Ek, we can set up a matrix

equation S∆y = −E, where the dimension of S, ∆y, and E is NM ×NM , NM , and NM

respectively. The structure of the matrix equation is schematically shown in Figure A.1 to

help the visualization of the matrix equation.

The procedure to find the solution is as the following: First, an initial guess for the

solution yj,k should be made. Then, based on the initial guess, the matrices S and E are

constructed. By solving the matrix equation S∆y = −E, the vector ∆y can be found,
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= - … interior points 

n1 X N 

n2 X N 

N X 2N 

N X 2N 

first boundary 

second boundary 

n1 

n2 

N 

N 

…
 

 Δy1 

 ΔyM 

N 

N 

…
 

 E1 

 EM 

S                   Δy  =  -  E   

Figure A.1. The structure of the matrix equation is schematically shown where
the dimension of S, ∆y, and E is NM ×NM , NM , and NM respectively.

which is used to set the new solution for the next iteration of constructing and solving the

same matrix equation. This process goes on until the amplitude of the vector ∆y becomes

vanishingly small.

Let me elaborate the procedure with an example. The task is to solve the Usadel equation

for a normal metal wire between a normal metal reservoir and a superconducting reservoir, as

shown in Figure 2.5 in Chapter 2. The Usadel equation is given in equation 2.31a and 2.31b.

As explained before, the equations are normalized by the Thouless energy ET = ~D/L2
0 if

the length of the wire under consideration is L0, which results in equation 2.56a and 2.56b.

Then the equations are split into four first-order ODEs as given in equation 2.57. Since

we treated the real and imaginary part of θ, θ′, φ, and φ′ separately, we have 8 first-order

ODEs for 8 variables y1 = Re(θ), y2 = {Re(θ)}′, y3 = Im(θ), y4 = {Im(θ)}′, y5 = Re(φ),
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y6 = {Re(φ)}′, y7 = Im(φ), and y8 = {Im(φ)}′, which can be replaced by FDEs for the

interior points xk (k = 2, 3, · · · ,M) as the following.

(A.12)

E1,k = (y1,k − y1,k−1)− h

2
(y2,k + y2,k−1)

E2,k = (y2,k − y2,k−1)− hε [cos(y1,k) sinh(y3,k) + cos(y1,k−1) sinh(y3,k−1)]

− h

4

[
(y2

6,k − y2
8,k) sin(2y1,k) cosh(2y3,k) + (y2

6,k−1 − y2
8,k−1) sin(2y1,k−1) cosh(2y3,k−1)

]
+

h

2
[y6,k y8,k cos(2y1,k) sinh(2y3,k) + y6,k−1 y8,k−1 cos(2y1,k−1) sinh(2y3,k−1)]

E3,k = (y3,k − y3,k−1)− h

2
(y4,k + y4,k−1)

E4,k = (y4,k − y4,k−1) + hε [sin(y1,k) cosh(y3,k) + sin(y1,k−1) cosh(y3,k−1)]

− h

4

[
(y2

6,k − y2
8,k) cos(2y1,k) sinh(2y3,k) + (y2

6,k−1 − y2
8,k−1) cos(2y1,k−1) sinh(2y3,k−1)

]
− h

2
[y6,k y8,k sin(2y1,k) cosh(2y3,k) + y6,k−1 y8,k−1 sin(2y1,k−1) cosh(2y3,k−1)]

E5,k = (y5,k − y5,k−1)− h

2
(y6,k + y6,k−1)

E6,k = [y6,k − y6,k cos(2y1,k) cosh(2y3,k)− y8,k sin(2y1,k) sinh(2y3,k)]

− [y6,k−1 − y6,k−1 cos(2y1,k−1) cosh(2y3,k−1)− y8,k−1 sin(2y1,k−1) sinh(2y3,k−1)]

E7,k = (y7,k − y7,k−1)− h

2
(y8,k + y8,k−1)

E8,k = [y8,k − y8,k cos(2y1,k) cosh(2y3,k) + y6,k sin(2y1,k) sinh(2y3,k)]

− [y8,k−1 − y8,k−1 cos(2y1,k−1) cosh(2y3,k−1) + y6,k−1 sin(2y1,k−1) sinh(2y3,k−1)]

which is in a total of 8(M − 1) equations where ε = E/ET and h = 1/M . As explained

before, the rest 8 equations come from the boundary condition, 4 at the first point and 4 at
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the final point. θ0 for a superconducting reservoir is given in equation 2.38. Since the first

point is connected to a normal reservoir (N) where ∆ = 0, θ0 = 0. By setting φ = 0 for this

problem, we have y1,1 = 0, y3,1 = 0, y5,1 = 0, and y7,1 = 0, which leads to FDEs as

E1,1 = y1,1(A.13)

E2,1 = y3,1

E3,1 = y5,1

E4,1 = y7,1,

whereas for the final point connected to a superconducting reservoir (S),

E1,M+1 = y1,M+1 −Re(θ0)(A.14)

E2,M+1 = y3,M+1 − Im(θ0)

E3,M+1 = y5,M+1

E4,M+1 = y7,M+1.

With the matrix E constructed from the FDEs, we can construct the matrix S by using the

definition for the element Sj,n given above.

In order to start the iteration of solving S∆y = −E, one needs to make a guess for an

initial solution as explained before. For a point xk = h(k − 1) = k−1
M

(k = 1, · · · ,M + 1),
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the initial solution is simply set by a linear function as

y1,k = Re(θ0)× xk(A.15)

y3,k = Im(θ0)× xk

y5,k = 0

y7,k = 0.

Then the iteration is repeated until the amplitude of vector ∆y diminishes. The initial

solution that we set and the final solution of the Usadel equation is shown in Figure A.2 for

ε = E/ET = 10 and ∆ = 1000ET . In this manner, the Usadel equation can be numerically

solved for various values of energy, which provides the spectral properties of the system under

consideration.

Figure A.2. The initial and the final solution of the Usadel equation. Red:
y1 = Re(θ), Blue: y3 = Im(θ), Green: y5 = Re(φ), Yellow: y7 = Im(φ).
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